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Abstract— Deep Reinforcement Learning (DRL) has proven to be a very strong technique with results in various applications in recent years. Especially the achievements in the studies in the field of robotics show that much more progress will be made in this field. Undoubtedly, policy choices and parameter settings play an active role in the success of DRL. In this study, an analysis has been made on the policies used by examining the DRL studies conducted in recent years. Policies used in the literature are grouped under three different headings: value-based, policy-based and actor-critic. However, the problem of moving a common target using Newton’s law of motion of collaborative agents is presented. Trainings are carried out in a frictionless environment with two agents and one object using four different policies. Agents try to force an object in the environment by colliding it and try to move it out of the area it is in. Two-dimensional surface is used during the training phase. As a result of the training, each policy is reported separately and its success is observed. Test results are discussed in section 5. Thus, policies are tested together with an application by providing information about the policies used in deep reinforcement learning approaches.
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I. INTRODUCTION

Artificial intelligence helps us in many areas of our lives. It will be at the forefront in the future, especially with the developments in industry and health. Reinforcement learning (RL) is one of the popular algorithms in the field of artificial intelligence. With the combination of RL and deep learning (DL), a deep reinforcement learning approach has emerged. Due to the unsuccessful results of reinforcement learning in continuous environments, it has led researchers to a deep reinforcement learning approach. The policies used undoubtedly have an effect on the success of deep reinforcement learning approaches. Training will be successful with the policy used, taking into account factors such as the training environment, the problem presented, the qualifications of the agents, and the complexity of the target. We can group policies into three main categories as shown Fig.1. These are value-based, actor-critic and policy-based policies.
significantly. From this point of view, the success of the policies used in different studies has been examined and the artificial neural networks used together are presented in a table. Fig. 2 shows the architecture of the DRL algorithm.

Some studies related to deep reinforcement learning: The

![Fig. 2. Deep Reinforcement Learning architecture](image)

DRL approach presented for the autonomous driving problem [1], the CNN-based data enhancement technique [2], the study investigating biological swarm behavior techniques [3], and the study that regulates the most accurate broadcast band to establish communication between vehicles using DRL are presented [4]. An end-to-end policy has been developed for navigating in a crowded environment using Proximal Policy Optimization (PPO) [5]. The comparative training results of LSTM, RNN and CNN algorithms with DQN in an environment with fixed obstacles are presented [6]. One of the most impressive results in reinforcement learning is DeepMind [7], where an agent performs superhuman by observing only screen pixels. They also developed an algorithm that succeeded in Go [8] competition for the first time. more specifically, it has been used to learn policies in problems such as object detection [9], captioning [10] or activity recognition [11] and image classification [12].

As a result of the articles examined, comparative results of the methods preferred in the problems discussed in these articles are presented. The policies used in different environments and problems have been examined. In addition, it is discussed why these policies are chosen. Whether the observation space is continuous or discrete is an important factor in policy choices. It is clear that it will contribute to DRL and policies, since there are few similar studies in the literature.

In section 2 provides information on deep reinforcement learning and policies. Section 3 discusses policy analysis and results. In chapter 4, the application environment in which collaborative agents are trained and the algorithms used are presented. Finally, in section 5, the result is given. Here, we summarize our major contributions as follows.

- To the best of our knowledge, this study examined recent studies of deep reinforcement learning in the literature. In addition, it offers a collaborative deep RL solution for the multi-agent problem.

- For the proposed problem, 4 different policies were trained separately and the results were reported.

- The use of deep reinforcement learning algorithms in which problems was explained with the analysis made. Also, the policies used with DRL are explained in detail.

II. DEEP REINFORCEMENT LEARNING ALGORITHMS COUPLED WITH POLICIES

Neural networks play a major role in approximating the optimal value functions of reinforcement learning algorithms. For this reason, in many problems, especially in the field of robotics, artificial neural networks are used with reinforcement learning algorithms. In this section, DRL algorithms and policies used are presented in detail. In this context, there is a terminology used to describe the components of a DRL environment:

**Agent:** The decision-maker to train.

**Environment:** The general setting where the agents learn and decide what action to take.

**Action (a):** One among the set of possible actions the agent can perform

**State (s):** Condition that the agent is in

**Reward (r):** The gain or loss the agent receives from the environment because of its own action

**Policy (π):** The strategy that the agent chooses to pursue. It represents a mapping between the set of situations and the set of possible actions.

**Off-policy:** Policy have an experience replay memory, so the agent can learn from previous data.

**On-policy:** The agents only learn about new data or observations.

**Model free:** It means that the agent receives data directly from the environment rather than making its own guess about the environment.

Machine learning is an area of artificial intelligence that has been developed since the 1960s. In machine learning, experience is gained from previous actions to increase success in solving a problem. Machine learning is examined under three main headings. These; supervised learning, unsupervised learning and reinforcement learning. The main goal in supervised learning is to make an inference from labeled data, in unsupervised learning, results are obtained from techniques such as prediction or clustering using unlabeled data. Reinforcement learning learns to improve his performance by interacting with his environment and using the reward-penalty system [13]. The agent chooses an action for each possible situation and completes its action. An agent maximizes the rewards he receives by repeating highly rewarding actions. In this process, it should not choose for new actions to discover the right actions. One of the most basic examples of strategies used to manage this decision is the ε-greedy [14] approach. The main goal in this strategy is for the agent to investigate the environment as much as possible in the first episodes, and

**Fig. 2. Deep Reinforcement Learning architecture**
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prefer exploitation to more than gradual exploration in the next steps. Q-function’ defined as:(1)

\[ Q_x(s,a) = E \{ \sum_{t=0}^{\infty} \gamma^t r_{t+1} | s_0 = s, a_0 = a \} \]  (1)

In the RL problems, an agent interacts with environment represented as a series of scS states. The agent selects an action (at) from the action space (A) at each step (st) and receives a reward (rt) for this action, repeating this action continuously in next states (s, + 1). The agent’s goal is to maximize future cumulative rewards. Accordingly, the agent tries to improve its policy (π(a | s)) in which he chooses his actions to find out the most appropriate policy (π). One of the differential feature of reinforcement learning is the use of the reward signal to formulate a goal. With the reward it receives, the agent is not informed about what its next action will be, the ultimate goal is to maximize the total amount of reward in the long time. That is, the reward represents the signal that will lead to the final goal.

Formally, Markov Decision Processes (MDP) are sequential decision-making processes in which actions affect not only the next reward but also the next states. MDP is a discrete stochastic control process. Each problem that the agent aims to solve can be thought as a sequence of states (S1, S2, S3…) as shown eq.(2). Current state means transition s for the next state, it can occur only with a certain possibility.

\[ \mathbb{P}[S_{t+1}|S_t] = \mathbb{P}[S_{t+1}|S_t, S_2, S_3, ..., S_t] \]  (2)

The actions of reinforcement learning algorithms are based on probability distributions of Q values. Real world problems have continuous or very large discrete state areas. In this case, it seems that every possible state is not taken into account. In DRL, neural networks are used as a nonlinear function approximation to overcome this problem. Especially in recent years, outstanding works have been achieved in studies in the field of deep learning (language processing, image processing, etc.). These developments have led to an increased interest in combining RL with neural networks. In DRL, neural networks take situations as input and output the possible action. Neural network architecture in DRL consists of at least two components. These; different number of hidden layers and action layers (pooling layer, fully connected layer, etc.) as shown Fig.3.

Model-free algorithms learn a policy or value function without making a prediction for the next state or reward. In model-based algorithms, the agent learns a model to select an action. These algorithms have been particularly successful in robotics.

Correct use of policies is very important for reinforcement learning. Therefore, it is necessary to pay attention to the nature of the problem in policy selection. Choosing the right neural network with policy will increase the success of training. In this section, information is given about the policies used in reinforcement learning. Table 1 shows the main characteristics of the policy types used in the DRL.

<table>
<thead>
<tr>
<th>Policy</th>
<th>Method</th>
<th>Type</th>
<th>Action Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q-Learning</td>
<td>Off-policy</td>
<td>Value-Based</td>
<td>Discrete</td>
</tr>
<tr>
<td>DQN</td>
<td>Off-policy</td>
<td>Value-Based</td>
<td>Discrete</td>
</tr>
<tr>
<td>Sarsa</td>
<td>On-policy</td>
<td>Value-Based</td>
<td>Discrete</td>
</tr>
<tr>
<td>PG(Monte Carlo)</td>
<td>On-policy</td>
<td>Policy-Based</td>
<td>Discrete or Continuous</td>
</tr>
<tr>
<td>AC</td>
<td>On-policy</td>
<td>Actor-Critic</td>
<td>Discrete or Continuous</td>
</tr>
<tr>
<td>PPO</td>
<td>On-policy</td>
<td>Policy-Based</td>
<td>Discrete or Continuous</td>
</tr>
<tr>
<td>DDPG</td>
<td>Off-policy</td>
<td>Policy-Based</td>
<td>Continuous</td>
</tr>
<tr>
<td>TD3</td>
<td>Off-policy</td>
<td>Policy-Based</td>
<td>Continuous</td>
</tr>
<tr>
<td>Soft AC</td>
<td>Off-policy</td>
<td>Actor-Critic</td>
<td>Continuous</td>
</tr>
</tbody>
</table>

We can examine the policy algorithms used in reinforcement learning studies in the literature in three different methods. The training algorithms of the policies presented in this article are presented in the appendix.

A. Value-Based Methods

In this method, the value function is used to show the success of the state and by learning the optimal value function, the optimal policy is learned. Deep-Q learning, Q-learning, and Sarsa algorithms can be given as examples of value-based method.

1) The Q-Learning algorithm

Q-Learning [13] is a model free and off policy RL algorithm. Also, the observation space can be continuous or discrete. The action space is discrete. During the training phase, the agent explores the field of action using ε-greedy exploration. At each step it chooses a random action based on the ε value, otherwise it performs a greedy action according to the 1-ε function. To predict the value function, Q-learning agent uses neural network Q (S, A), which is a table or function approximation. This network takes S (observation) and A (action) as input and returns long-term expectation of rewards as output. Once the training is complete, the trained value-function approximation Q (S, A) is also stored.

2) Deep Q-Network (DQN)

DQN is a model free and off policy DRL algorithm. The observation space can be discrete or continuous, while the action space is discrete. DQN trains a network to predict future rewards. During the training, neural network parameters are updated at each step, the training area is explored using ε-greedy, this action is repeated according to the determined
discount factor ratio, previous experiences are stored in the experience buffer, the neural network is updated according to the mini-batch experience randomly sampled from the buffer. Calculates the two function approximations to estimate the DQN value function.

\[ Q(S, A): \text{Observation (S) and action (A) are taken as input, and the value corresponding to long-term reward is output.}\]

**Target Q' (S, A):** The neural network is periodically updated according to the parameter settings to stabilize the best result.

Both functions have the same structure and parameters.

### 3) SARSAR

Sarsa is a model free and on policy RL algorithm [15]. The Sarsa can be trained as an observation space in discrete or continuous environments. It can be trained in discrete environments as an action space. During the training, the agent does the explore process using ε-greedy. To estimate the value function, a Q-table or function approximation Q (S, A) is calculated. After the training is completed, the trained value function is save in the network approximation Q (S, A).

### B. Policy-based Methods

One of the main differences between value-based and policy-based methods is the methods they use during decision-making [11]. However, while value-based methods evaluate the best overall reward, policy-based methods focus on finding the most appropriate policy for training. Algorithms that implement a policy that decides which action to choose in each training step are called policy-based algorithms. Policy-based algorithms are more appropriate to be applied in stochastic environments or environments with high-dimensional actions, as they can represent continuous actions.

#### 1) Policy Gradient (PG)

PG is a on policy and model free RL algorithm. It is also a policy-based algorithm that directly calculates the optimal policy that maximizes long-term reward. Agents trained with the PG algorithm can be trained in environments with discrete or continuous observations and actions space. During the training, it predicts the probabilities of realization of each action in the action environment and randomly chooses the actions according to the possibility distribution. It completes the first training episode without gaining any experience and updating policy parameters.

#### 2) Proximal Policy Optimization (PPO)

PPO [5] is a model free and on policy RL algorithm. This algorithm is a type of PG training that uses stochastic gradient descent to sample data through environmental interaction. Agents trained with the PPO algorithm can be trained in environments with a discrete or continuous observation space and action space. During the training of the PPO agent, the possibilities of each action in the action space are estimated and randomly selects actions based on their possibility distribution. Also, many episode interact with the environment using the current policy before using mini-batch to update the parameters of neural networks. It uses two function approximations to predict the policy and value function:

- **Actor \( \mu(S) \):** The first network (actor) takes the S (observation) and returns the S (observation) and returns its expectation corresponding to discounted long-term reward.

- **Critic V(S):** The second network critic takes the S (observation), and returns its expectation corresponding to discounted long-term reward.

After the training is completed, the optimal policy parameters trained are stored in \( \mu \) (S).

#### 3) Deep Deterministic PG (DDPG)

The DDPG [16] is a model free and off policy RL algorithm. A DDPG algorithm uses an actor-critic framework that calculates the optimal policy, making the long-term reward the greatest. DDPG can be trained in continuous or discrete observation space. It can also be trained in the continuous action space. During the training phase, the actor-critic properties are periodically updated in each learning step.

Past experiences are stored by the experience buffer. The algorithm updates the actor-critic, using experience as much as the mini-batch that it randomly selects from the buffer. DDPG uses 4 different function approximations to calculate the policy and value function [17].

- **Actor \( \mu(S) \):** The actor takes the S (observation) and performs an action to maximize the long-term reward.

- **Target Actor \( \mu'(S) \):** Periodically updates the target actor to improve the optimization stability of the agent.

- **Critic Q(S, A):** Critic takes the S (observation) and A (action) as input and returns its value corresponding to the long-term reward.

- **Target Critic Q'(S, A):** The agent updates target critic periodically to optimize its stability.

At the end of the training, the trained optimum policy actor is stored as \( \mu \) (S).

#### 4) Twin-Delayed DDPG (TD3)

TD3 is a model free and off policy RL algorithm. This learning algorithm adopts a method for reduce the overestimation in function approximation. This method is similar to the one implemented in the DDPG algorithm. It learns two different Q-value functions. Also TD3 prefer the minimum value function guess during policy updates [18].

The TD3 algorithm can be trained in environments with continuous or discrete observation space and continuous action space. A TD3 algorithm during the training, Updates the actor and critic parameters at each time step during learning. The agent use mini-batch of experience for updates the actor-critic.

### C. Actor-Critic Based Methods

This methods are mixed methods that combine the benefits of policy based and value based approaches. The actor is responsible for choosing actions [19].
determines whether the expected situation is worse or better than the chosen action. Makes gradient-based learning in both networks. If \( J(\theta) = \mathbb{E}[r| \theta] \) equation represents a policy then \( \theta \) is a DNN parameter. Since improvement can be costly and slow in continuous action environments, the DPG (Deterministic Policy Gradient) algorithm represents actions by parameterizing them as in the equation \( \mu(s|\theta) \) [17].

1) Actor-Critic (AC)

AC is a model free and on policy RL algorithm [20]. The purpose of agents using the AC algorithm is to train the actor to directly optimize and calculate critic future rewards. In addition, AC agents can be trained in environments that have an observation and action space that are continuous and discrete.

During training, an AC agent predicts their probability of performing every action in the action area. It then randomly chooses actions based on their probability distribution. The AC agents interact with the environment for multiple steps using the existing policy before updating the actor and critic parameters.

To predict the policy function and value function, an AC agent uses two function approximators:

- Actor \( \mu(S) \): First one is actor algorithm. It takes \( S \) (observation) and returns the probabilities of taking each action in the action space when in state \( S \).
- Critic \( V(S) \): Second one is critic algorithm. It takes \( S \) (observation) and returns the corresponding anticipation of the discounted long-term reward.

The trained optimal policy is stored in \( \mu(S) \) after the training.

### III. Policy Analysis Study

In the previous section, the policies frequently used in the literature are explained. In this section, methods used in articles on deep reinforcement learning published in recent years are analyzed. In these articles, artificial neural networks and policies used especially in the applications are examined. Table 2 shows the types of problems of the studied article, which policy they prefer and which neural network they use.

When Table 2 is examined, it is seen that policy-based algorithms are generally preferred for image processing-based problems, and value-based algorithms are preferred for signal processing-based problems. Actor-Critic based policies are preferred in more complex continues environments.

Furthermore, preferred policies differ in problems where discrete and continuous environments are used. It has been observed that more value-based policies are used in discrete environments and actor-critic based policies are used in continuous environments.

In summary, LSTM has been successful as an artificial neural network in areas such as trading, speech recognition and autonomous driving. The memory usage strategy of the LSTM architecture has increased its success in these areas. In addition, the use of Q-learning algorithms with LSTM is preferred in such problems. The success of the DDPG policy algorithm in multi-agent environments is clear.

### IV. Collaborative Multi-Agent Simulation

#### A. Simulation Environment

By using deep reinforcement learning, successful studies have been carried out in multi-agent problems as well as in single agent problems. In this study, the interaction of two collaborative agents with a common goal is presented. The purpose of agents is to get an object out of its location as quickly as possible. Accordingly, agents move by applying force to the object in cooperation.

![Fig. 4. Training and test environment](image-url)
The results were observed by training the agents with 4 different algorithms. The 4 algorithms used (PPO, AC, DQN, PG) are explained in detail in Chapter 2. Fig. 4 shows the training area. The red circle represents agent A, the green circle represents agent B, and the blue circle represents the target object.

For this environment:

The 2-dimensional space is bounded from –12 m to 12 m in both the X and Y directions.

The contact spring stiffness and damping values are 100 N/m and 0.1 N/m/s, respectively.

The agents share the same observations for positions, velocities of A, B, and C and the action values from the last time step.

The simulation terminates when target object moves outside the circular ring.

At each time step, the agents receive the following reward:

\[ r_A = r_{global} + r_{local,A} \]
\[ r_B = r_{global} + r_{local,B} \]
\[ r_{global} = 0.001dC \]
\[ r_{local,A} = -0.005d_{AC} - 0.008u_{A}^2A \]
\[ r_{local,B} = -0.005d_{BC} - 0.008u_{B}^2B \]

Here:

\( r_A \) and \( r_B \) are the rewards received by agents A and B, respectively.

\( r_{global} \) is a team reward that is received by both agents as object C moves closer towards the boundary of the ring.

\( r_{local,A} \) and \( r_{local,B} \) are local penalties received by agents A and B based on their distances from object C and the magnitude of the action from the last time step.

\( d_C \) is the distance of object C from the center of the ring.

\( d_{AC} \) and \( d_{BC} \) are the distances between agent A and object C and agent B and object C, respectively.

\( u_A \) and \( u_B \) are the action values of agents A and B from the last time step.

Fig. 5 shows the working principle of the training simulation. Simulations were run on an Intel(R) Core(TM) i5-7200U CPU with 2.70 GHz clock rate and 8 GB of RAM.

B. Experiment Results

The parameters used in the experiments are determined the same. The training options specified in Table 3 are set to train the agents. The training is run a maximum of 800 episodes with a maximum of 5000 time steps for each segment. Training is stopped when the average reward for 100 consecutive episodes is -10 or more. These experiments uses different policy agents with discrete action spaces.

<table>
<thead>
<tr>
<th>TABLE 3. PARAMETERS OF TRAINING ENVIRONMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Max Episodes</td>
</tr>
<tr>
<td>Time Steps Per Episode</td>
</tr>
<tr>
<td>Score Averaging Window Length</td>
</tr>
<tr>
<td>Stop Training Value</td>
</tr>
</tbody>
</table>

1) Experiment I

The PPO algorithm is used in the first experiment. PPO algorithms support actor and critic that use recurrent DNN as functions approximators. The training results of the two different agents are given in Fig.6 and 7.
Examining the training results, it is seen that the agents reached the ideal success point during the 800-episode training. The training lasted approximately 4 hours and 50 minutes. At the end of the training, agent A's average reward was -10.68, and agent B's average reward was -11.18.

2) **Experiment II**

The PG algorithm is used in the second experiment. PG algorithms use the REINFORCE algorithm either with or without a baseline. The training results of the two different agents are given in Fig. 8 and 9. When the figures in Experiment 2 were examined, it is seen that PG agents could not learn regularly. One of the reasons for this may be that the maximum training episode is not sufficient. Experiments can be done to solve this problem in the next study. The training lasted approximately 9 hours. At the end of the training, agent A's average reward was -228.57, and agent B's average reward was -193.47.

3) **Experiment III**

The DQN algorithm is used in the third experiment. DQN algorithms support critic that use recurrent DNN as functions approximators. In the DQN algorithm, unlike the others, the average reward value was changed from -10 to +10 in order to terminate the training. This is because DQN trains a single network and the reward average may be higher in the first episodes than others. The training results of the two different agents are given in Fig.10 and 11. When the figures were examined, it is seen that the DQN algorithm has successfully completed the 800-part training. Continues as soon as possible and with maximum reward, especially after the 400th episode. The training lasted approximately 2 hours. At the end of the training, agent A's average reward was -3.65, and agent B's average reward was -1.7.

4) **Experiment IV**

The AC algorithm is used in the third experiment. Agents trained with AC soon reached the ideal average reward line. The training lasted 2 hours and 20 minutes in total. In the AC algorithm, unlike the others, the average reward value was changed from -10 to +10 in order to terminate the training. The reason for this is to ensure that the training lasts 800 episodes. At the end of the training, agent A's average reward was -7.2, and agent B's average reward was -7.3. The training results of the two different agents are given in Fig.12 and 13.
C. Test Results of Collaborative Task problem

According to the test results indicated in the Fig.14 the DQN agent was able to remove the blue object from the circle it was in as quickly as possible. In addition, DQN completed its training in a shorter time compared to other algorithms during the training phase. PG algorithm was not successful at the end of 800 episodes of training and could not complete its task in 50 seconds test period. PPO and AC algorithms have completed their tasks in about a period of time. The biggest feature that distinguishes DQN algorithm from others is that it is value based.

![Fig.14. Test result of algorithms after training](a- PPO, b- PG, c- AC, d-DQN)

All DRL algorithms proposed in Table 4 include model-free. So, none of the above are trying to estimate the objective function. Alternatively, these algorithms update their knowledge based on heuristic approach. The difference of DQN algorithm from other algorithms is that it is off-policy. Due to this difference, it has been more successful than other algorithms. PPO has improved its performance by changing the target function to reduce the complexity of implementation and computing. PPO agents get rid of the computation created by forced optimization as it suggests a clipped surrogate objective function.

### TABLE 4. COMPARATIVE PROPERTIES OF THE ALGORITHMS USED IN THE EXPERIMENTS

<table>
<thead>
<tr>
<th>Policy</th>
<th>Method</th>
<th>Type</th>
<th>Model</th>
<th>Action Space</th>
<th>Observation Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>DQN</td>
<td>Off-policy</td>
<td>Value-Based</td>
<td>Model-free</td>
<td>Discrete</td>
<td>Continuous</td>
</tr>
<tr>
<td>PG(Monte Carlo)</td>
<td>On-policy</td>
<td>Policy-Based</td>
<td>Model-free</td>
<td>Discrete or Continuous</td>
<td>Continuous</td>
</tr>
<tr>
<td>AC</td>
<td>On-policy</td>
<td>Actor-Critic</td>
<td>Model-free</td>
<td>Discrete or Continuous</td>
<td>Continuous</td>
</tr>
<tr>
<td>PPO</td>
<td>On-policy</td>
<td>Policy-Based</td>
<td>Model-free</td>
<td>Discrete or Continuous</td>
<td>Continuous</td>
</tr>
</tbody>
</table>

V. CONCLUSION

Artificial intelligence is a field of study that aims to understand intelligence and create intelligent entities. The fastest progress in this area has been provided by the studies in the field of machine learning. In the studies conducted in the field of machine learning, reinforcement learning has been maintaining its popularity in recent years. With the technological developments in robotic and industry, artificial intelligence will be in our lives for many years.

Two different studies are presented in this article. Both studies emphasize the importance of policy choices in deep reinforced learning problems. First, DRL studies published in recent years have been examined. In these studies, what kind of problems are used and which policies are preferred for these problems have been investigated. According to researches, policy choices are directly related to the training environment and the problem. The importance of choosing the right policy for a successful outcome has emerged. It is seen that DDPG algorithms are used and successful, especially in the robotic field. Although policy choice is important, the choice of artificial neural networks used in deep reinforced learning is also important. It has been determined that LSTM architecture is used in language processing problems and CNN architecture is used in image processing problems. In future studies, especially the development of hybrid systems will increase the success in solving many problems.

In the second study, two different agents acting with a collaborative approach were trained with four different policy algorithms and their results were compared. As seen in the test results, the agent trained with the DQN algorithm successfully completed its task in 39 seconds, the agent trained with the ppo algorithm in 915 seconds, and the agent trained with the Ac algorithm in 111 seconds. However, the agent trained with the PG algorithm could not complete the task in the specified time. The fact that this problem is in discrete action space has been effective in the chosen policies. Accordingly, the DQN algorithm has been more successful than the others. Since he only needed to train one network, the training time was shorter than the others.
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### APPENDIX

The training algorithms of the policies presented in this article are given in this section.

- Initialize the network $Q(S,A)$ with random values
- For each training episode:
  - Set the initial observation $S$.
  - Repeat the following for each step of the episode until $S$ is a terminal state:
    - For the current observation $S$, select a random action $A$ with probability $c$. Otherwise, select the action for which the critic value function is greatest.
      $$ A = \arg \max_A Q(S,A) $$
    - Execute action $A$. Observe the reward $R$ and next observation $S'$.
    - If $S'$ is a terminal state, set the value function target $y$ to $R$. Otherwise, set it to
      $$ y = R + \gamma \max_A Q(S',A) $$
    - Compute the network parameter update.
      $$ \Delta Q = y - Q(S',A) $$
    - Update the network using the learning rate $\alpha$.
      $$ Q(S,A) \leftarrow Q(S,A) + \alpha \cdot \Delta Q $$
    - Set the observation $S$ to $S'$.

Fig. 15. Training algorithm of Q-Learning

- Initialize the network $Q(S,A)$ with random parameter values $\theta_q$, and initialize the target network with the same values: $\theta_{q'} = \theta_q$
- For each training time step:
  - For the current observation $S$, select a random action $A$ with probability $c$. Otherwise, select the action for which the critic value function is greatest.
    $$ A = \arg \max_A Q(S,A|\theta_q) $$
  - Execute action $A$. Observe the reward $R$ and next observation $S'$
  - Store the experience $(S,A,R,S')$ in the experience buffer.
  - Sample a random mini-batch of $M$ experiences $(S_i,A_i,R_i,S'_i)$ from the experience buffer.
  - If $S_i'$ is a terminal state, set the value function target $y_i$ to $R_i$. Otherwise, set it to:
    - (Double DQN)
      $$ A_{max} = \arg \max_{A'} Q(S_i',A'|\theta_q) $$
      $$ y_i = R_i + \gamma Q(S_i',A_{max}|\theta_{q'}) $$
    - (DQN)
      $$ y_i = R_i + \gamma \max_{A'} Q(S_i',A'|\theta_{q'}) $$
  - Update the network parameters by one-step minimization of the loss $L$ across all sampled experiences.
    $$ L = \frac{1}{M} \sum_{i=1}^{M} (y_i - Q(S_i,A_i|\theta_q))^2 $$
  - Update the target network parameters
  - Update the probability threshold $\epsilon$

Fig. 16. Training algorithm of Deep Q-Learning
\[ A = \arg \max_a Q(S, A) \]

Repeat the following for each step of the episode until \( S \) is a terminal state:
- Execute action \( A \). Observe the reward \( R \) and next observation \( S' \).
- Select an action \( A' \) by following the policy from state \( S' \):
  \[ A' = \max_{a'} Q(S', A') \]
- If \( S' \) is a terminal state, set the value function target \( y \) to \( R \). Otherwise, set it to:
  \[ y = R + y \max_a Q(S', A') \]
- Compute the critic parameter update.
  \[ \Delta Q = y - Q(S, A) \]
- Update the critic using the learning rate \( \alpha \).
  \[ Q(S, A) = Q(S, A) + \alpha \cdot \Delta Q \]
- Set the observation \( S \) to \( S' \).
- Set the action \( A \) to \( A' \).

Fig.17. Training algorithm of SARSA

- Initialize the actor \( \mu(S) \) with random parameter values \( \theta_\mu \).
- For each training episode, generate the episode experience by following actor policy \( \mu(S) \). The agent takes actions until it reaches the terminal state \( S_T \). The episode experience consists of the sequence:
  \[ S_0, A_0, R_1, S_1, \ldots, S_{T-1}, A_{T-1}, R_T, S_T \]
- For each state in the episode sequence, that is, for \( t = 1, 2, \ldots, T-1 \), calculate the return \( G_t \), which is the discounted future reward.
  \[ G_t = \sum_{k=t}^{T} y^{k-t} R_k \]
- Accumulate the gradients for the actor network by following the policy gradient to maximize the expected discounted reward.
  \[ \mu \]
- Update the actor parameters by applying the gradients.
  \[ \theta_\mu = \theta_\mu + \alpha d\theta_\mu \]
- Repeat steps 2 through 5 for each training episode until training is complete.

Fig.18. Training algorithm of PG
- Initialize the actor $\mu(S)$ with random parameter values $\theta_{\mu}$.

- Initialize the critic $V(S)$ with random parameter values $\theta_{V}$.

- Generate $N$ experiences by following the current policy. The experience sequence is

$$S_{t}, A_{t}, R_{t+1}, S_{t+1}, \ldots, S_{t+N-1}, A_{t+N-1}, R_{t+N}, S_{t+N}$$

- Here, $S_t$ is a state observation, $A_t$ is an action taken from that state, $S_{t+1}$ is the next state, and $R_t$ is the reward received for moving from $S_t$ to $S_{t+1}$.

- For each episode step $t = t+1, t+2, \ldots, t=N$, compute the return and advantage function

$$G_t = \sum_{k=t}^{t+N} (y^{k-t} R_k) + y^{N-t} V(S_{t+N} | \theta_{\nu})$$

Compute the advantage function $D_t$,

$$D_t = G_t - V(S_t | \theta_{\nu})$$

- Learn from mini-batches of experiences over $K$ epochs. To specify $K$, use the NumEpoch option. For each learning epoch:

  - Sample a random mini-batch data set of size $M$ from the current set of experiences. Each element of the mini-batch data set contains a current experience and the corresponding return and advantage function values.

  - Update the critic parameters by minimizing the loss $L_{\text{critic}}$ across all sampled mini-batch data.

$$L_{\text{critic}}(\theta_{\nu}) = \frac{1}{M} \sum_{i=1}^{M} (G_i - V(S_i | \theta_{\nu}))^2$$

- Update the actor parameters by minimizing the loss $L_{\text{actor}}$ across all sampled mini-batch data.

$$L_{\text{actor}}(\theta_{\mu}) = -\frac{1}{M} \sum_{i=1}^{M} \min(r_i(\theta_{\mu}) + D_i, c_i(\theta_{\mu}) + D_i)$$

- Repeat steps 3 through 5 until the training episode reaches a terminal state.

Fig.19. Training algorithm of PPO
Fig. 20. Training algorithm of DDPG

- Initialize each critic $Q(s, a)$ with random parameter values $\theta_Q$, and initialize each target critic with the same random parameter values: $\theta_{Q_\tau} = \theta_Q$

- Initialize the actor $\mu(s)$ with random parameter values $\theta_{\mu}$ and initialize the target actor with the same parameter values: $\theta_{\mu_\tau} = \theta_{\mu}$

- For each training time step:
  - For the current observation $s$, select action $a = \mu(s) + N$, where $N$ is stochastic noise from the noise model.
  - Execute action $a$. Observe the reward $r$ and next observation $s'$.
  - Store the experience $(s, a, r, s')$ in the experience buffer.
  - Sample a random mini-batch of $M$ experiences $(s_i, a_i, r_i, s'_i)$ from the experience buffer.
  - If $s_i$ is a terminal state, set the value function target $y_i$ to $r_i$. Otherwise, set it to
    $$y_i = r_i + \gamma \max_{a'} Q(s'_i, a')$$
  - Update the critic parameters by minimizing the loss $L$ across all sampled experiences.
    $$L = \frac{1}{M} \sum_{i=1}^{M} (y_i - Q(s_i, a_i))^2$$
  - Update the actor parameters using the following sampled policy gradient to maximize the expected discounted reward.
    $$\nabla_{\theta_{\mu}} J = \frac{1}{M} \sum_{i=1}^{M} \nabla_{\theta_{\mu}} Q(s_i, \mu(s_i | \theta_{\mu}))$$
  - $G_{\mu}$ is the gradient of the critic output with respect to the action computed by the actor network
  - $G_{\mu_\tau}$ is the gradient of the actor output with respect to the actor parameters.
    - Both gradients are evaluated for observation $s_i$.
  - Update the target actor and critic parameters depending on the target update method.

Fig. 21. Training algorithm of TD3

- Initialize each critic $Q(s, a)$ with random parameter values $\theta_Q$, and initialize each target critic with the same random parameter values: $\theta_{Q_\tau} = \theta_Q$

- Initialize the actor $\mu(s)$ with random parameter values $\theta_{\mu}$ and initialize the target actor with the same parameter values: $\theta_{\mu_\tau} = \theta_{\mu}$

- For each training time step:
  - For the current observation $s$, select action $a = \mu(s) + N$, where $N$ is stochastic noise from the noise model.
  - Execute action $a$. Observe the reward $r$ and next observation $s'$.
  - Store the experience $(s, a, r, s')$ in the experience buffer.
  - Sample a random mini-batch of $M$ experiences $(s_i, a_i, r_i, s'_i)$ from the experience buffer.
  - If $s_i$ is a terminal state, set the value function target $y_i$ to $r_i$. Otherwise, set it to
    $$y_i = r_i + \gamma \min_{a'} Q(s'_i, \operatorname{clip}(\mu(s'_i | \theta_{\mu}), -1, 1) + \epsilon)$$
  - The value function target is the sum of the experience reward $r_i$ and the minimum discounted future reward from the critics.
  - At every time training step, update the parameters of each critic by minimizing the loss $L$ across all sampled experiences.
    $$L = \frac{1}{M} \sum_{i=1}^{M} (y_i - Q(s_i, a_i))^2$$
  - Every $D_1$ steps, update the actor parameters using the following sampled policy gradient to maximize the expected discounted reward.
    $$\nabla_{\theta_{\mu}} J = \frac{1}{M} \sum_{i=1}^{M} \nabla_{\theta_{\mu}} Q(s_i, \mu(s_i | \theta_{\mu})), \text{ where } A = \mu(s_i | \theta_{\mu})$$
    $$G_{\mu} = \nabla_{\theta_{\mu}} \mathbb{E}[Q(s, a | \theta_{\tau})]$$
    - Every $D_2$ steps, update the target actor and critics depending on the target update method.
**Fig. 22. Training algorithm of AC**

- Initialize the actor \( \mu(S) \) with random parameter values \( \theta_A \).
- Initialize the critic \( V(S) \) with random parameter values \( \theta_V \).
- Generate \( N \) experiences by following the current policy. The episode experience sequence is 
  
  \[ S_{t0}, A_{t0}, R_{t0+1}, S_{t1}, \ldots, S_{tN}, A_{tN}, R_{tN+1}, S_{tN+1} \]

  Here, \( S_t \) is a state observation, \( A_t \) is an action taken from that state, \( S_{t+1} \) is the next state, and \( R_{t+1} \) is the reward received for moving from \( S_t \) to \( S_{t+1} \).

- For each episode step \( t = t0+1, t0+2, \ldots, t0+N \), compute the return \( G_t \), which is the sum of the reward for that step and the discounted future reward
  
  \[ G_t = \sum_{k=0}^{N} (\gamma^{k-t} R_{t+k}) - \beta \gamma^{N-t} V(S_{t+N}; \theta_V) \]

  Here, \( \beta = 0 \) if \( S_{t+N} \) is a terminal state and \( 1 \) otherwise.

- Compute the advantage function \( D_t \).
  
  \[ D_t = G_t - V(S_t; \theta_V) \]

- Accumulate the gradients for the actor network by following the policy gradient to maximize the expected discounted reward.
  
  \[ d\theta_A = \frac{1}{N} \sum_{t} \nabla_{\theta} \log(\mu(S_t; \theta_A)) \cdot D_t \]

- Accumulate the gradients for the critic network by minimizing the mean squared error loss between the estimated value function \( V(S) \) and the computed target return \( G_t \) across all \( N \) experiences.
  
  \[ d\theta_V = \frac{1}{N} \sum_{t} \nabla_{\theta} \mathbb{E}_{(S_{t+1}, R_{t+1})} [G_t - V(S_t; \theta_V)]^2 \]

- Update the actor parameters by applying the gradients.
  
  \[ \theta_A = \theta_A + \alpha d\theta_A \]

- Update the critic parameters by applying the gradients.
  
  \[ \theta_V = \theta_V + \beta d\theta_V \]

- Repeat steps 2 through 9 for each training episode until training is complete.