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Abstract - Cloud computing infrastructure is becoming 

indispensable in modern IT. Understanding the behavior nd 

resource demands of cloud application workloads is key in data 

center capacity planning, cloud infrastructure testing, 

performance tuning and cloud computing research.  Additionally, 

cloud providers want to ensure Quality of Service (QoS), reduce 

Service Level Agreement (SLA) violations and minimize energy 

consumption in data centers. To achieve this, cloud workload 

analysis is critical. However, scanty information is known about 

the characteristics of these workloads because cloud providers are 

not willing to share such information for confidentiality and 

business reasons. Besides, there is lack of documented techniques 

for workload characterization. In this paper, we perform the first 

meticulous review on statistical techniques that can be used to 

characterize cloud workloads. In this review, we identify a 

statistical technique and its role in understanding cloud workload 

characteristics. Throughout the review, we point out relevant 

examples where and how such techniques have been applied. 

Additionally, we have shown the sources cloud workloads and 

their nature.  

Keywords: Cloud computing, characterizing cloud workload, 

statistical techniques, cloud workload analysis.  

I. INTRODUCTION  

Today, cloud computing has grown and has become 

indispensable on modern IT in supporting cloud service 

consumers, businesses, education entities and learning 

institutions [1]. This growth is because of the benefits cloud 

computing offer as compared to traditional computing. These 

benefits include cost saving, mobile access, flexibility and 

scalability and resource maximization [1]. Over a billion cloud 

users access a variety of cloud services such as search, financial 

services, gaming, social media and video streaming on a daily 

basis [2]. Cloud computing paradigm includes three service 

layers, which includes Infrastructure as a Service (IaaS), 

Platform as a Service (PaaS) and Software as a Service (SaaS) 

[3], and four cloud deployment models, which includes public 

cloud, private cloud, community cloud and hybrid cloud [4].  

Cloud computing is mainly backed up by 

virtualization technology, which is based on physical resources 

abstraction in a way that several virtual resources are 

multiplexed on a physical one [5]. With virtualization, a 

physical machine (PM) or physical server is divided multiple 

small servers known as Virtual Machines (VMs), which can 

run different applications independently. The hypervisor or 

Virtual Machine Manager (VMM) is software layer, which 

induces the partitioning capability and may run directly on the 

hardware or on a host operating system [5]. Currently, many 

companies offering cloud computing services in all the service 

models mentioned earlier. They ranged from large companies 

such as Google, Amazon, IBM, HP, Facebook, and Salesforce 

to small companies such as Linode, Vultr, Cloud Sigma and 

Digital Ocean [1]. 

To continue the adoption of datacenters as well as 

improving existing datacenters and designing new ones, 

understanding cloud workload characteristics is critical. This 

requires a thorough analysis of cloud backend traces. This is 

important for datacenter engineers, researchers and cloud 

providers. Workload analysis can achieve many objectives 

such as understanding datacenter resource demand for 

planning, predicting system failures and performance 

evaluation [2]. Some of the largest cloud service providers such 

as Google, Facebook and Yahoo have published their backend 

traces. Although the publicly available backend traces 

represents a small subset of cloud service market, it has 

contributed invaluably to understanding cloud workloads [2] 

[6] [7] [1] [8].  

To understand workload characteristics, analysis 

techniques have to be chosen wisely for achieving relevant 

goals. In this regard, statistical analysis techniques such as 

mean, moving averages, Coefficient of Variance, Correlation, 

Autocorrelation and clustering, which are all time series 

analysis techniques have been very critical. Time series 

analysis can reliably predict future resource demands in 

datacenters because cloud workloads collect application and 

human activity on the web over a period. Clustering generally 

employs K-means algorithm and can be used to group 

workloads with similar characteristics for purposes of 

scheduling. The goal of this work is to assess the applicability 

of statistical techniques for workload characterization. 

Particularly, we perform an end-to-end review of statistical 

techniques available for cloud workloads characterization and 

the rationale for each characterization. To the best of our 

knowledge, this is the first survey to comprehensively achieve 

this goal. The rest of this paper is organized as follows: Section 

II describes how cloud workloads are obtained. Section III 

describes the nature of cloud workloads and its attributes. 
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Section IV presents the rationale for cloud workload 

characterization. Section V presents comprehensive statistical 

techniques used in workload techniques, the goals they 

achieve, their weaknesses while drawing examples on how 

they have been applied in workload characterization. Finally, 

the paper is concluded in section IV.   

II. NATURE OF CLOUD WORKLOADS  

Ismael et al., [9] defines workload as “a specific amount 

of work computed or processed within the datacenter with 

defined resource consumption patterns”.  A typical system 

workload may include tasks to be performed, resource 

demands and task durations. Cloud workloads is a time series 

because it observes and collects collect application and human 

activity on the web over a period.  

The nature of workloads can be described in different 

ways. According to [10], workload can be described according 

to its pattern - static workload, growing workload, on-and-off 

workload, periodic workload and unpredictable workload. A 

static workload has a constant number of user requests per 

minute. A growing workload’s user requests per minute grow 

rapidly. A periodic workload shows seasonal changes. An on-

and-off workload shows user requests that are processed 

periodical such as in batch processing or in experimentation 

scenario. Unpredictable workloads are of type periodic but are 

hard to predict. Due to the growing complexity of cloud 

computing paradigm, cloud workload elicit dynamism. 

Workload can also be described according to the information 

that is presented in system logs such resource usage tasks, task 

duration, task arrival rate and task volume [11]. For instance, 

GCT contains very useful information relating to submitted 

jobs and their tasks and machine properties in which they 

execute [12]. Using this workload, one can identify submitted 

jobs and its associated tasks, machine in which the tasks 

executed, task resource request, resources actually used, 

resources allocated in the cloud, user submitting the request, 

task constraints, priority, task start time and task end time. 

Workloads obtained for different purposes will not be similar.  

Additionally, workload logs can be presented as raw or in 

obfuscated. Raw workloads traces are presented the way they 

were recorded from the system such that of GWA-T-12 [2]. On 

the other hand, obfuscating means transforming the raw 

workload traces to a new form, which makes it hard to decipher 

the infrastructure from which they were obtained [12]. 

However, the original patterns and relationship remain 

unchanged. Obfuscation is used for business and 

confidentiality reasons [12] [13]. 

Because cloud workload traces is collected over time 

interval, any analysis whose objective is to make prediction 

(such as future compute resource usage) may treat it as a time 

series [14] [7] 

III. SOURCE OF CLOUD WORKLOADS AND 

WORKLOAD LOGS 

There are three major sources of cloud workloads- real 

workloads, synthetic workload and workloads obtained by 

using workload generators [15] [13] [16] [17]. Real workloads 

are collected directly from a running system. Real workloads 

are the best for investigating cloud computing characteristics 

through characterization. Unfortunately, real workloads are 

scarce in the internet because clouds providers are not willing 

to publicly make them available because of business and 

confidentiality reasons [15]. Some of the publicly available real 

workloads include Clarknet, WorldCup trace 98, GCT, GWA-

T-12, Facebook Hadoop workloads, OpenCloud Hadoop 

workload, Yahoo cluster traces and Eucalyptus IaaS cluster 

traces [2] [12] [15] [18].  

Because of the scarcity of real workloads, synthetic 

workloads have become popular [15] [19]. Synthetic 

workloads are generated such that their characteristics 

resemble those of a real workload. [15] successfully generated 

synthetic workloads based on the characteristics of GCT using 

IBM’s SPSS. Finally, workload generators are benchmark 

applications, which, by running then, generate workloads that 

meet certain characteristics [17]. Workload generators are 

configurable and can produce a wide range of workloads to 

meet different scenario. Already, many workload generators 

exist such as Rice University Bidding System (RUBiS) [4], 

Phoronix Test Suit [17] and TPC-W [20].  

IV. IMPORTANCE OF WORKLOAD 

CHARACTERIZATION  

Workload characterization is very important because it is 

applied in a number of areas such workload scheduling [17] 

[20] [9], workload prediction and resource planning [10] [7] [2] 

[21], synthetic workload generation [15] [16] [19], evaluation 

of workload failures [22] [23] and system performance [11] and 

security analysis [11]. 

Before mapping VMs and jobs to the PM, it is crucial to 

understand the characteristics of the workloads to be 

scheduled. For instance [4] and [24] notes that, workloads, 

which consume similar resources (homogenous workloads) 

should not be placed in the PM. For this reason, before mapping 

workloads to PMs, it is advisable to evaluate their resource 

consumption properties. Further, [25] has used statistical 

techniques by identifying the running times of jobs submitted 

into a cloud cluster. Scheduling entirely long jobs in a PM may 

have a detrimental effect. Mixing long and medium to short 

jobs is advisable. For this reason, jobs characteristics have to 

be known before hand through analysis.  

Since cloud service providers are not willing to publish 

real cloud clouds, characterizing workloads can enable 

researchers to generate synthetic workloads, which behave like 

real workloads. This can be done for teaching and research. 

Using GCT on IBM SPSS, [15] has successfully characterized 

real workloads then generated synthetic workloads based on 

the results of characterization. Similarly, [26] and [16] have 
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used GCT and Georgia Tech Cloud Workload Specification 

Language (GT-CWSL) to generate synthetic workloads.   

[22] has analyzed workloads from a production 

environment and as a result, failures in the cloud is understood. 

For example, failures of jobs and tasks has been analyzed and 

correlated with their scheduling constrains. This way, there are 

opportunities of predicting failures proactively thus reducing 

resource wastage.     

V. STATISTICAL METHODS OF WORKLOAD 

CHARACTERIZATION 

Statistical techniques for workload characterization can be 

categorized depending on the complexity or purpose. For 

purposes of this work, we categories these techniques into basic 

such as means and percentile, correlations and clustering.  

A. Basic Statistics  

The basic statistics that can be used to characterize 

workloads include minimum (min), maximum (max) or peak, 

percentages, percentile, frequency, standard deviation (SDev), 

unitless Coefficient of variation (CoV), cumulative distribution 

function (CDF).  

During workload characterization max and min is used to 

report the maximum and minimum resources used by a given 

workload and this is a clear show on how resource requested 

by application workloads vary [2]. The resources include CPU, 

memory, hard disk and network bandwidth. [2] has 

successfully characterized VMs in GWA-T-12 workloads by 

reporting max and min resource usage. Mean is a very simple 

statistical method but very important. It can be used to report 

average CPU, RAM, hard disk and network bandwidth used by 

application workloads. It can also be used to quickly compare 

the difference between resources reserved by cloud service 

provider, resources requested by applications workloads and 

resources actually used by applications [16] [15] [26]. 

Moreover, mean of resource usage by VMs has been used to 

customize VM sizes [4]. The ratio of peak resource 

consumption and mean resource consumption has also been 

used to measure dynamicity of business critical workloads. In 

some cases, static consolidation techniques may use peak 

resource usage as a way of allocation resources to application 

workloads [27]. Percentages can also be used to compare the 

resources used by VMs and the resources that is actually used 

[28]. For example if servers use 10% of the memory used, it is 

said that memory is underutilized. Percentage resource usage 

has been used to create resources usage reference models. For 

instance, VMware Knowledge Base (VMware KB) uses a 

threshold setting for memory and CPU [29]. According to this 

reference, 80% CPU utilization is considered a ceiling and a 

warning if CPU utilization is 90% for 5 minutes. On the other 

hand, 85% memory utilization should be considered a ceiling 

and above 95% for 10 minutes is an alarm state 

To understand the behavior of tasks or jobs submitted to a 

cloud environment, frequency is used. In relation to workload 

tasks, frequency of a given task is the number of times a 

particular task is submitted to a data center. This is very 

important because it can be used as a clustering feature as well 

as predicting resources to be used by that task [4].  SDev of 

each resource over time is used to report how the resources 

reserved, resources requested and resources used is spread [2] 

[30]. Because compute resources use different units, 

comparing the spread in different datasets is misleading. In this 

scenario, the unitless CoV, which is the ratio of SDev and 

mean, is used [31]. CoV has been used in [2] to compare 

variability of CPU, RAM and HDD used by application 

workloads in GWA-T-12 workload traces. Other research 

work, which have used SDev and CoV to report stability of 

workloads include [32] [33] and [23].   

VM resource usage collected over time is treated as a time 

series. Use of statistical multiplexing is thus a reason why 

understanding resource usage peaks is very important. This is 

important when many VMs are co-located in the same physical 

server. Statistical multiplexing exploited where unutilized 

resources of one VM can be borrowed by a co-located VMs 

[34]. To achieve this, a time series is decomposed into remove 

the seasonal and trend component so as to predict the 

fluctuating component. This forecasting is used to ensure that 

futures resources needs do not affect current consolidation 

decisions. Clustering, based on VM peak points, can be used to 

ensure that VMs, which peak simultaneously are not co-

residence in a physical server.   

Percentile, which is a measure used in statistics indicating 

the value below which a given percentage of observations in a 

group of observations fall, is yet another basic technique used 

to characterize cloud workloads. For a given application or VM 

workload, percentile is used to show the percentage of 

resources below a give value [35]. For instance, if there were 

data showing the resource consumption of an application 

running in a VM over a period, then one would determine the 

percentage of instances, when memory consumption was 

below a give point. This technique is more often used by 

researchers to allocate resources to VMs [2] [30] and has 

recently been used to design Googles GCE and Amazon’s 

burstable instances [36] [37]. Use of percentiles has also been 

used to estimate transactions or tasks execution time, which is 

very crucial in negotiating SLA [38] [13]. Quartiles, which is 

in the same family as percentiles has been used to customize 

VM resources in [39] 

A simple moving average (SMA) is a technique for 

characterizing resource usage captures in a time series and can 

achieve prediction, visualization or data preparation [40]. 

When used for visualization, it is normally used to remove 

noise frequencies and can bring out patterns otherwise hidden 

without smoothening [41].   

As forecasting is common in time series data, the method 

chosen for forecasting depends on the behavior of time series 

data. For instance, in [41] the author uses Jargue-Bera test to 
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check if a smoothed time series follows normal distribution to 

decide on the method to use to forecast between neural 

networks (NN) and Autoregressive Integrated Moving Average 

(ARIMA). If smoothed time series is has normal distribution, 

ARIMA is used for forecasting, otherwise, NN is used. Many 

studies such as [42] and [43] have shown that NN can model a 

non-linear function thus able to handle complex time series 

than ARIMA models. Distribution of data in a time series can 

also visualized by using frequency distribution in a histogram 

and symmetry or skewness [44]    

B. Correlations  

Correlation characterization is used to study the 

relationships between different resource consumption over 

time [2]. This is revenant because workload logs corrected over 

time is considered a time series data. The commonly used 

techniques are Pearson Correlation Coefficient (PCC), which 

measures a linear relationship between two variable and 

spearman rank correlation coefficient (SRCC), which measures 

the relationships between two ranked series.  

Understanding the relationship between resource usages 

can be used to achieve better VM consolidation techniques. 

[27] has built a technique of VM consolidation by first studying 

the correlation between workloads in terms of resource 

consumption. This work has also used correlations to 

determine workload, which peak (in terms of resource 

consumption) simultaneously and those that at peak at different 

times for purposes of consolidation. For instance, applications, 

which peak simultaneously, may not be co-located. The work 

presented in [2] investigated the correlation between resources 

requested and the one actually used in GCT. The author reports 

very weak correlation between the two. Moreover, with 

correlation analysis on workloads, one is able to choose 

between univariate and multivariate time series prediction. For 

instance, [7] and [45] has used correlations to identify 

relationships between co-clustered VMs for group level 

workload prediction.  

Correlation analysis is also very important when 

determining the input variables for an NN prediction model 

[46]. The choice of input variable becomes a challenge because 

of a number of reasons such as availability of a large number 

variables for consideration, variable that may have no or little 

influence to the predicted variable and redundancy that may be 

caused by existence of highly correlated variables. The work in 

[47] has successfully used correlation analysis to select input 

variables to be input in predicting cloud resource provisioning 

in for web applications. According to the author, least 

correlated variables to the prediction target class are 

eliminated.  

Autocorrelation of individual time series has been used by 

[2] and [7] to identify time patterns in the usage of resources. 

This is achieved by using the auto-correlation function (ACF) 

tool. Using ACF, [2] has shown setting different lag values, one 

is able to determine window sizes for resource prediction. To 

this end, the author has been able to identify short-term (few 

hours) predictions and daily patterns for different resources. 

Autocorrelation has also been used in [21] to measure workload 

periodicity. 

Because the resources consumed by applications vary over 

time, it is advisable to report probability density function (PDF) 

and cumulative distribution function of values (such as PCCs 

and SRCCs) reported at different times [2].    

C. Clustering  

Clustering is an unsupervised learning technique where a 

larger group of items can be subdivided into several smaller 

groups [47]. As a result, clustering can be used in identifying 

objects with similar characteristics and those that are 

dissimilar. The k-means clustering is a popular data-clustering 

algorithm to divide n observations into k clusters, in which 

values are partitioned in relation of the selected dimensions and 

grouped around cluster centroid [47] [6]. The selected 

dimensions used to cluster objects is called a clustering feature 

set [4].  

In [47], k-means has been used to group jobs into different 

groups based on task duration on GCT logs. Additionally, the 

same work has grouped workloads based resource usage 

patterns. In [48], k-means has been used to cluster VM on real 

traces collected for a period of 180 days from a 10-node data 

center. For each VM, the authors have considered 11 metrics 

as clustering feature set, which includes resource usages such 

as CPU, memory, disk and network bandwidth. The aim of this 

work is to identify the correlation between the resources usage 

of VMs. In [4], the author uses x-means, a modified version of 

k-means, to cluster GCT logs using resource usage, task 

priority, task length and submission rate as clustering feature 

set. The aim of this work is to group applications tasks, which 

are them mapped to the appropriate VMs to reduce energy 

consumption in a data center.  

In [25], the authors have uses to k-means to cluster 

GCT jobs using 11 characteristics as a feature set. The authors 

discovered that largest clusters are very short time low memory 

core active jobs, while the smallest clusters are very long active 

jobs. This means that cluster management system do not need 

to keep inactive jobs in memory. In [49], the authors have used 

a clustering techniques to group data center requests into 

groups. The obtained groups are then used to generate optimum 

mix ratio for workloads and an estimation of server capacity to 

minimize SLA violations.  In [7], the authors applied a 

clustering technique on a time series to identify groups of VMs, 

which exhibit correlated workload patterns. Results from this 

technique is to be used to predict variations of workload 

patterns for resource planning.  

VI. CONCLUSION 

Understanding the behavior of cloud workloads is very 

important for many data center operations such as workload 

scheduling, workload prediction and resource planning, 

synthetic workload generation, evaluation of workload failures, 
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testing system performance and security analysis. This can be 

achieved through workload characterization. In this work, we 

have performed a meticulous review of statistical techniques, 

which can be used to characterize cloud workloads. As future 

work, we plan to use these techniques to characterize real cloud 

workload logs.  
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