A Performance Analysis of Business Intelligence Techniques on Crime Prediction
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Abstract - Law Enforcement agencies are faced with a problem of effectively predicting the likelihood of crime happening given the past crime data which would otherwise help them to do so. There is a need to identify the most efficient algorithm that can be used in crime prediction given the past crime data. In this research, Business intelligence techniques considered was based on supervised learning (Classification) techniques given that labeled training data was available. Four different classification algorithms that is; decision tree (J48), Naïve Bayes, Multilayer Perceptron and Support Vector Machine were compared to find the most effective algorithm for crime prediction. The study used classification models generated using Waikato Environment for Knowledge Analysis (WEKA). Manual method of attribute selection was used; this is because it works well when there is large number of attributes. The dataset was acquired from UCI machine learning repository website with a title ‘Crime and Communities’. The data set had 128 attributes of which 13 were selected for the study. The study revealed that the accuracy of J48, Naïve bayes, Multilayer perceptron and Support Vector Machine (SMO) is approximately 100%, 89.7989%, 100% and 92.6724%, respectively for both training and test data. Also the execution time in seconds of J48, Naïve bayes, Multilayer perceptron and SVO is 0.06, 0.14, 9.26 and 0.66 respectively using windows7 32 bit. Hence, Decision Tree (J48) out performed Naïve bayes, Multilayer perceptron and Support Vector Machine (SMO) algorithms, and manifested higher performance both in execution time and in accuracy. The scope of this project was to identify the most effective and accurate Business intelligence technique that can be used during crime data mining to provide accurate results.
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I. INTRODUCTION

Business Intelligence is a broad category of applications and technologies for gathering, storing, analyzing and providing access to data to help enterprise users make better business decisions. BI improves decisions by supplying timely, accurate, valuable, and actionable insights. With the rapid advancement and development of Information and Communication Technologies (ICT), organizations are now able to generate, collect and distribute huge amount data from internal and external sources, and use this data in decision making [1]. Business Intelligence Systems (BI) aims to gather in depth information from the company data and to analyze that data using different types of computer techniques and plotting which results in different types of graphs that facilitate the company in the future decisions [2].

Intelligence, security, and public safety agencies gathers large amounts of data from multiple sources - from criminal records of terrorism incidents, and from cyber security threats to multilingual open-source intelligence. Also they face the daunting task of defending against cyber security threats and protecting their intellectual assets and infrastructure. Defiantly, the large volume of criminal data from different sources (social media, historical crime data in files and crime records systems) creates many problems in different domain for instance data storage, data warehousing and data analysis [3]. Many law enforcement agencies are facing the problem of being “data rich but information poor” [4]. Data generated from different systems was usually unreliable, Data quality is poor and not validated and therefore not trusted fully. Concerns over data accuracy eroded confidence to make important decisions. During decision making, there is usually lack of timeliness of key information. Because of this huge data, there is a problem by law enforcement agencies to
predict the likelihood of crime happening given the available information and therefore a need to analyze crime data to find the most effective algorithm for crime prediction.

A well-planned crime prevention strategy not only prevents crime and victimization, but also promotes community safety and contributes to the sustainable development of countries [5]. Effective, responsible crime prevention enhances the quality of life of all citizens. The key benefit of applying business intelligent in crime Prediction is that often there are multiple complex factors which influence crimes to be committed. Business intelligence tools enable us to analyze historical crime data sets, identify the combination of factors which are most closely correlated with crimes and build a model which allows us to predict the likelihood of a crime being committed.

II. LITERATURE SURVEY

A. Crime Prediction and Management

Criminology is an area that focuses on the scientific study of crime and criminal behavior and law enforcement and is a process that aims to identify crime characteristics [7]. It is one of the most important fields where the application of data mining techniques can produce important results. Crime analysis, a part of criminology, is a task that includes exploring and detecting crimes and their relationships with criminals. The high volume of crime datasets and also the complexity of relationships between these kinds of data have made criminology an appropriate field for applying data mining techniques. Identifying crime characteristics is the first step for developing further analysis. The knowledge that is gained from data mining approaches is a very useful tool which can help and support police forces [8]. Solving crimes is a complex task that requires human intelligence and experience and data mining is a technique that can assist them with crime detection problems. The idea here is to try to capture years of human experience into computer models via data mining [9].

B. Why Crime Is Predictable

There is a strong body of evidence to support the theory that crime is predictable (in the statistical sense) mainly because criminals tend to operate in their comfort zone [10]. That is, they tend to commit the type of crimes that they have committed successfully in the past, generally close to the same time and location. Although this is not universally true, it occurs with sufficient frequency to make these methods work reasonably well. There are major theories of criminal behavior, such as routine activity theory, rational choice theory, and crime pattern theory. These theories are consolidated into what is referred to as a blended theory.

C. Business Intelligence (BI)

Business Intelligence is described by [11] to have evolved from Decision Support Systems. They outlined that the concept has its roots in Management Information Systems of the 1970s, Executive Information Systems then emerged in the 1980s and, eventually, was transformed into Business Intelligence. The term “Business Intelligence” was coined in the mid-1990s as a broad category of software tools and solutions for gathering, consolidating, analyzing and providing access to data in a way that lets enterprise users make better business decisions. By 2005, Business Intelligence systems had artificial intelligence and analytical support functions [6].

D. Applications of Business Intelligence Techniques in crime Prediction and Management

1) Using Business Intelligence Tools to Pursue Identity Thieves

Data analytics, using business intelligence (BI) tools, is perfectly situated to comb through the mountains of data to identify repeating patterns in bank frauds where theft of personally identifiable information (PII) was an associative factor to the crime. The development of BI data analytical tools specifically for law enforcement has led to the emergence of predictive policing as law enforcement agencies throughout the country attempt to prevent crimes, such as bank fraud, from happening and to apprehend criminals, such as the identity thieves who commit the bank fraud [12].

2) Application of Business Intelligence in Security and Public Safety

Security issues are a major concern for most organizations. According to the research firm International Data Corporation, large companies were expected to spend $32.8 billion in computer security in 2012, and small- and medium-size companies were to spend more on security than on other IT purchases [13]. A significant challenge in security IT research is the information stovepipe and overload resulting from diverse data sources, multiple data formats, and large data volumes. Selected Business Intelligence and Analytics (BI&A) technologies such as criminal association rule mining and clustering, criminal network analysis, spatial-temporal analysis and visualization, multilingual text analytics, sentiment and affect analysis, and cyber attacks analysis and attribution should be considered for security informatics research [14] [15].

E. Crime prediction using data mining

[16], analyzed crime data using decision tree and Naïve Bayes algorithms, the accuracy was 83.9519% and 70.8124% respectively. Hence he concluded that decision tree performs better than Naïve Bayes. [17], compared Apriori algorithm, Naïve Bayes classifier and decision tree for accuracy on crime
prediction. The analysis found that Bayesian classifier yielded the best overall performance. [18], Analyzed crime data using linear regression model, additive regression model and decision stump model. The analysis was that linear regression model was very effective and accurate in predicting crime data based on training data set.

F. Review of BI Predictive Algorithms

1) Decision Tree classifier (DT)

Decision tree learning uses a decision tree as a predictive model which maps observations about an item (represented in the branches) to conclusions about the item's target value (represented in the leaves). It is one of the predictive modeling approaches used in statistics, data mining and machine learning. In data mining, a decision tree describes data (but the resulting classification tree can be an input for decision making). There are several popular decision tree algorithms such as ID3, C4.5, and CART (classification and regression trees). DT is in the form of a tree structure, where each node is either a leaf node (indicating the value of the target class of examples) or a decision node (specifying a test to be carried out on a single attribute value, with one branch and sub-tree for each possible outcome of the test) [19]. DTs have many advantages such as very fast classification of unknown records, easy interpretation of small-sized trees, robust structure to the outliers' effects, and a clear indication of most important fields for prediction but DTs are very sensitive to over-fitting particularly in small data-sets.

2) Multilayered perceptrons

A multilayer perceptron (MLP) is a feedforward artificial neural network model that maps sets of input data onto a set of appropriate outputs. MLP utilizes a supervised learning technique called back propagation for training the network. The multilayer perceptron consists of three or more layers (an input and an output layer with one or more hidden layers) of non-linearly-activating nodes and is thus considered a deep neural network [20]. Each layer is made up of units. The inputs to the network correspond to the attributes measured for each training tuple. The inputs are fed simultaneously into the units making up the input layer. These inputs pass through the input layer and are then weighted and fed simultaneously to a second layer of “neuron like” units, known as a hidden layer. The outputs of the hidden layer units can be input to another hidden layer, and so on. The number of hidden layers is arbitrary, although in practice, usually only one is used. To improve the classification accuracy we should reduce the training time of neural network and reduce the number of input units of the network [21].

3) Naive Bayes classifiers

Naive Bayes classifiers are a family of simple probabilistic classifiers based on applying Bayes' theorem with strong (naive) independence assumptions between the features. Naive Bayes has been studied extensively since the 1950s. Naive Bayes models are known under a variety of names, including simple Bayes and independence Bayes. All these names reference the use of Bayes' theorem in the classifier's decision rule, but naive Bayes is not (necessarily) a Bayesian method [22].

4) Support Vector Machines

Support vector machines (SVMs, also support vector networks) are supervised learning models with associated learning algorithms that analyze data used for classification and regression analysis. Given a set of training examples, each marked as belonging to one or the other of two categories, an SVM training algorithm builds a model that assigns new examples to one category or the other, making it a non-probabilistic binary linear classifier. An SVM model is a representation of the examples as points in space, mapped so that the examples of the separate categories are divided by a clear gap that is as wide as possible. New examples are then mapped into that same space and predicted to belong to a category based on which side of the gap they fall [23]. In addition to performing linear classification, SVMs can efficiently perform a non-linear classification using what is called the kernel trick, implicitly mapping their inputs into high-dimensional feature spaces.

G. Gaps to be filled

Despite the fact that BI can play an important role in crime data analysis for decision making and strategic planning and address the issues of crime prediction, most of the information systems used in law enforcements agencies are just a collection of crime data. BI technologies have not been widely used in law enforcement agencies. This study determines the most effective BI classification technique for crime prediction. This will help law enforcement researchers in developing effective crime prediction systems.

H. Predictive Model

From the previous work done in this field and literature studied and cited above, this study identifies the most appropriate approach. These approaches form the building blocks of a conceptual model used for this research.
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There is also a need to cleanse crime data and remove noisy data and identify the missing data before applying BI techniques. [24], state that data pre-processing techniques are mainly used for producing high-quality mining results. Since raw data can come in different format, collected from various sources and stored in the data bases and data warehouses. Some steps included to cleanse data involve extract, transform and load. This includes data cleaning, data integration, data transformation and data reduction. The preprocessed data is then passed through business intelligence techniques (classification algorithms) and then the classified output is got which is used by law enforcement stakeholders for planning and making decisions.

III. FRAMEWORK AND METHODOLOGY
The first step is to upload the dataset and then pre-process and clean the data so that it is ready for analysis. Noisy data can adversely affect the results of any data mining analysis therefore it is of essence to clean up the data [25]. The data flow diagram in Figure 3-1 shows how data is flowing from each process to the other.

A. The BI Techniques Used
The business intelligence model considered in our study was based on supervised learning (classification) techniques given that labeled training data was available. Classification is the problem of identifying to which of a set of categories (sub-populations) a new observation belongs, on the basis of a training set of data containing observations (or instances) whose category membership is known. Also different classifiers were applied in the classification such as decision tree, naive bayes, support vector machine and multilayer perceptrons. Our methodology consists of data collection, data-preprocessing, building classification model using training data and evaluation of the generated models using test data. Trained and tested model was then used to score incoming data.
B. Sources of Data

The dataset used for this study is real and authentic. The dataset was acquired from UCI machine learning repository website. The title of the dataset is ‘Crime and Communities’. This dataset contains a total number of 128 attributes and 1994 instances. All data provided in this dataset is numeric and normalized. The complete details of all 128 attributes can be acquired from the UCI machine learning repository website [25].

1) Data Partition

The input data was randomly divided into three datasets: a training data set, test data set and validation set. The training data set was used to build the model. Model was then tested using test data to compute a realistic estimate of the performance of the model on unobserved data. We used a ratio of 70% of the data used for training, and 30% for testing.

2) Attribute selection

The objective of my analysis (crime prediction) did not require all the variables recorded hence there was need for data preparation, reduction and pre-processing. Data reduction is performed by selecting the most informative attributes in a dataset, while attempting to lose no critical information for classification [15]. There was need for removal of the variables which I did not need. From the 128 attributes only 12 were of use for the analysis. There are different methods available for attribute or feature selection but manual method is usually chosen or attribute selection based on human understanding of data set. When dealing with a large number of attributes it is practical to use human knowledge to make decisions on the attributes and also taken in account that only those attributes are chosen which do not contain any missing values.

3) Variables used in this study

State, population, MedIncome (Median household income), MedFamInc (Median family income (differs from household income for non-family households)), PerCapInc (Per capita income), NumUnderPov (Number of people under the poverty level), PctLess9thGrade (Percentage of people 25 and over with less than a 9th grade education), PctNotHSGrad (Percentage of people 25 and over that are not high school graduates), PctBSorMore (Percentage of people 25 and over with a bachelor’s degree or higher education), PctUnemployed (Percentage of people 16 and over, in the labor force, and unemployed), PctEmploy (Percentage of people 16 and over who are employed), ViolentCrimesPerPop (Total number of violent crimes per 100K population), Crime Category (Crime categorization in to three categories, namely). The new added nominal attribute have three values, which are ‘Low’, ‘Medium’, and ‘High’. If the value in ‘Violent Crimes Per Pop’ is less than 25 percent than the value of ‘Crime Category’ is ‘Low’, If the value in ‘Violent Crimes Per Pop’ is equal to or greater than 25 percent and less than 40 percent, than the value of ‘Crime Category’ is ‘Medium’, If the value in ‘Violent Crimes Per Pop’ is equal to or greater than 40 percent than the value of ‘Crime Category’ is ‘High’.

C. Predictive Techniques and Tools Used

The BI model considered in our study was based on supervised learning (classification) technique. The software tool used was WEKA 3.8.0, an open-source and free software used for knowledge analysis and downloadable from the internet and used under the GNU license. Weka supports several standard data mining tasks, more specifically, data preprocessing, clustering, classification, regression, visualization, and feature selection. All techniques of Weka's software are predicated on the assumption that the data is available as a single flat file or relation, where each data point is described by a fixed number of attributes (normally, numeric or nominal attributes, but some other attribute types are also supported).

IV. RESULTS AND DISCUSSION

A. Predictive model/ Basic Classification Results using WEKA

In the classification we used J48, Naive bayes, Multilayer perceptron and SVM. These classification algorithms were selected because they are considered as “white box” classification model, that is, they provide explanation for the classification and can be used directly for decision making. Each classifier belongs to a different family of classifiers implemented in WEKA. J48 relate to Decision trees, the multilayer perceptron belong to neural networks, Naïve bayes belongs to Bayesian network and SMO belong to support vector machine. Since they are from different classifiers family, they yielded different models that classify differently on some inputs. Attribute importance analysis was carried out using manual method because attribute selection is based on human understanding of data set. When dealing with a large number of attributes, it is practical to use human knowledge to make decisions on the attributes and also taken in account that only those attributes are chosen which do not contain any missing values (Witten and Frank, 2011).

B. Performance Evaluation

In the experiment, the performance analysis of J48, Naive bayes, Multilayer perceptron and SMO algorithms was carried out, over the crime dataset. During experiment, the pre-processed dataset was converted to .ARFF file, which is the
standard file type for WEKA input. The Accuracy of J48, Naïve bayes, Multilayer perceptron and SVO is 100%, 89.7989%, 100% and 92.6724%, respectively. The figures below show the detailed results on both the training and test data.

C. Comparison of Predictive algorithms

No single learning algorithm can uniformly outperform other algorithms over all datasets. Features of learning techniques are compared in Tables below from the models built to find the most accurate and effective algorithm.

Table 1: Comparison of Predictive algorithms on training data

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Execution time in seconds (windows7 32 bit)</th>
<th>Accuracy (correctly classified instances)</th>
<th>Incorrectly classified instances</th>
<th>Precision</th>
<th>Recall</th>
<th>F measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>J48</td>
<td>0.06sec</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.14sec</td>
<td>89.9425%</td>
<td>10.0575%</td>
<td>90.4%</td>
<td>89.9%</td>
<td>90.1%</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td>9.26sec</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>SVM</td>
<td>0.66sec</td>
<td>93.6782%</td>
<td>6.3218%</td>
<td>93.5%</td>
<td>93.7%</td>
<td>93.4%</td>
</tr>
</tbody>
</table>

Table 2: Comparison of Predictive algorithms on test data

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Execution time in seconds (windows7 32 bit)</th>
<th>Accuracy (correctly classified instances)</th>
<th>Incorrectly classified instances</th>
<th>Precision</th>
<th>Recall</th>
<th>F measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>J48</td>
<td>0.1sec</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.103sec</td>
<td>89.6104%</td>
<td>10.3896%</td>
<td>89.4%</td>
<td>89.6%</td>
<td>89.3%</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td>9.21sec</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>SVM</td>
<td>0.28sec</td>
<td>92.2078%</td>
<td>7.7922%</td>
<td>91.9%</td>
<td>92.2%</td>
<td>92.8%</td>
</tr>
</tbody>
</table>

D. Explanation of the comparisons in tables 1 and 2

Based on the above comparisons, J48 and Multilayer Perceptron have the best accuracy, precision, recall and F measure of 100% but the execution time of J48 and Multilayer Perceptron are 0.1 and 9.21 seconds respectively. This means that J48 can predict accurately crime data within a shortest time period than Multilayer Perceptron. Also Support Vector Machine is the third in this comparison. It has the accuracy of approximately 92% which can produce relatively very good results when dealing with crime prediction. Naïve Bayes has relatively good accuracy when compared to Support Vector Machine but it executes in relatively little time when compared with Support Vector Machine. Therefore when one requires very good accurate predictions, decision tree (J48) and Multilayer Perceptron are the best options but when the execution time is a factor to consider also, then decision tree (J48) can work best. In conclusion, Based on all the benchmarks used to measure the algorithms employed in this study, it is discovered that J48 performance is better than all other algorithms.

V. CONCLUSIONS AND RECOMMENDATIONS

A. Conclusions

This study presented a comparison between four classification algorithms namely, Decision trees, the multilayer perceptron, Naïve bayes and support vector machine for predicting the ‘Crime Category’ attribute, having labels, namely ‘Low’, ‘Medium’, and ‘High’. The results of this data mining could potentially be used to lessen and even prevent crime for the forth coming years. From the encouraging results, we believe that crime data mining has a promising future for increasing the effectiveness and efficiency of criminal and intelligence analysis. It is evident that law enforcing agencies can take great advantage, using BI techniques like Decision Tree to effectively fight crime and war against terrorism.
B. Recommendations

This project would further be developed by incorporating real-time Business Intelligence on crime data. This implies that, a complete business intelligence system should be developed and incorporated with the best performing BI classification Algorithms like decision tree algorithm (J48) which works well on the prediction of crime data. Also Developers can take advantage of social media and email unstructured content and aggregate to structured data of information systems so as to improve analytics in the Law Enforcement Agencies on crime data.
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