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Abstract— Connected vehicles form a self-organized 

network without a priori fixed infrastructure. However, 

due to the lack of centralization, they are vulnerable to 

security attacks, and in order provide security against 

malicious attacks, Intrusion Detection Systems (IDSs) are 

being developed for major protection. In this paper, we 

propose a new scheme for IDSs based on neural networks, 

which is the Self Organizing Features Maps (SOFM) 

specifically. We modified this algorithm to improve the 

performance in detecting anomalies and spot outliers 

accurately (MSOFM). The privilege of our scheme is that 

we have no constraints on our data, and thus no need for 

preprocessing data. The simulations and results 

demonstrate the capabilities of our scheme in detecting 

attacks in various scenarios.  

Keywords-Vehicle; Security; Anomalies; Detection; Neural 
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I.  INTRODUCTION  

Connected Vehicles (CVs) comprise a special form of ad-

hoc network [1]. It is similar to mobile ad hoc networks 

(MANET) in creation, but differ in some characteristics such 

as high mobility and dynamic network typology. The CV 

nodes branch into two different categories: Roadside Unit 

(RSU) or Vehicle. Every vehicle is equipped with several 

devices, such as GPS and Wi-Fi, that enable communication 

between nodes. This means that every node can join and leave 

the network dynamically, and the topology of the network can 

change frequently [2].Communication between nodes works in 

single or multi-hop, which means that every node serves as 

both router and data terminal. The CVs communications are 

divided into two different categories [1]: vehicle-to-vehicle 

(V2V) and vehicle-to-infrastructure (V2I), also known as 

vehicle to roadside unit (V2R), as shown in Figure 1. V2V 

communication is used to propagate alert information while 

V2R communication is needed to report some events to the 

centralized authority (CA) such as traffic manager and/or 

emergency response team. 

 

Security is an important issue in CV applications that 

provide safety-related information and traffic management [3]. 

These applications will improve traffic safety with timely 

provided information about traffic jams, car accidents or road 

conditions. Also, they require real-time information, and this 

conveyed information could affect life or death decisions [4].  

However, these applications are vulnerable to numerous 

attacks. A malicious node with access to the open medium can 

threaten the information security. Every transmitted message 

carries the status of the sender like its identity and time of 

sending the message, in addition to safety information. A 

misbehaving node may tamper with the content of the message 

or inject a false one into the network to cause serious 

problems.  The main common objective of the malicious node 

is either out of a selfish desire or maximizing the damage to 

the network while avoiding being caught. For instance, an 

attacker may transmit a false message announcing "Heavy 

traffic conditions" to others in order to make its movement 

easier on the road as shown in Figure 2. To address this, nodes 

should minimize the impact of malicious attacks by protecting 

themselves and distinguishing false information.  

 

 

Figure 1. Vehicle communications. 

     In order to decrease the severity of attacks from malicious 

nodes and simulate cooperation, regular nodes need to monitor 

and frequently evaluate received events from their neighbors. 

Nodes should obtain a certain trust level toward others. They 

need to cooperate with trusted neighbors, decline any activities 
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from suspicious neighbors, and report if a neighbor is found to 

be malicious.  

An effective way to identify abnormal behaviors and 

secure the vital network is an intrusion detection system (IDS) 

that is coupled with the self-organizing feature maps algorithm 

(SOFM) [6]. This is a mechanism to identify suspicious 

activities without affecting the network efficiency. It attempts 

to recognize anomalous or abnormal activities that deviate 

from the normal behavior patterns [5]. Our proposed IDS 

makes an assumption about the data, which motivates the 

general approach. The assumptions is that the number of 

normal instances is larger than the number of intrusions 

because the intrusions are rare and different from the normal 

data, and they will appear as outliers in the data, which can be 

detected. However, our goal is to build an intrusion detection 

system that is able to monitor the network activities and detect 

such intrusion attacks automatically. Once the attack is 

detected, the neighboring vehicles should be informed. 

Therefore, our proposed work is composed of four phases: a 

phase of feature selection, followed by a modification of the 

SOM to improve its performance accuracy, then an analysis 

phase, and finally a response phase to prevent or minimize the 

impact of the attack on the CVs. 

 

     The rest of this paper will be structured as follows. We 

begin in Section 2 with related work. Here, we discuss 

existing detection systems, while in section 3, we present our 

scheme and show the simulation and discussion. Finally, 

Section 4 concludes this work by successfully detecting 

tampered information with the source sender. 

II. RELATED WORK 

     One of the first existing solutions in misbehaving detection 

systems was introduced by Golle et al. [7]. He created a model 

that verifies and corrects malicious data and detects 

misbehaving nodes. This researcher used general approach for 

validating data based on local sensors data collection. Every 

node verifies received data based on the VANET model. If 

malicious data is detected, an adversarial model is used to 

search for best explanations for the errors and correct them. 

 

     Raya et al. [8] proposed protocols as components of a 

framework for a misbehavior detection system that detects 

fault nodes or misbehavior activities. This framework 

compares a node’s behaviors with the average behaviors of 

other nodes to build data models on the fly. A technique is 

called entropy is used to represent the anomalous and normal 

behaviors of nodes. In addition, K-mean is used for clustering 

to find attackers and exclude them from the communication 

system 

      

     Ghosh et al. [9] presented a misbehavior detection system 

for false alert messages in post-crash notification. The 

proposed model monitors sender’s behaviors by checking the 

validity of received alert messages. If the alert message is 

correct, the driver can safely take an action based on the 

situation; otherwise, if the message is incorrect, the driver can 

ignore that alert.  

 

     Kim et al. [10] proposed a message filtering mechanism 

that leverages multiple complementary sources of information. 

He built a system with a multi-source detection model. In this 

system, an observed event is tested with multiple sources to 

prove its existence. After that, driver is alerted.  

 

 
 

Figure 2. Message tampering. 

 

      Yang et al.  [11] Introduced MisDis, which is a method 

that is used for identifying misbehaving vehicles. It is 

implemented by state automata and supervision in addition to 

a special security log that records the target vehicle’s 

behavior. The security log idea was exploited from 

PeerReview system that described in [12].  PeerReview is a 

system providing accounting for the behavior of every peer 

and identifying those peers that break the protocol.  

   

     Haddadi and Sarram [13] combined two mechanisms 

anomaly and signature techniques, to introduce an intrusion 

detection system. The system works in parallel in two-tier 

analysis function, signature and anomaly detection. If the first 

stage, which is the signature and anomaly detection cannot 

classify the data as an attack and normal, it forwards the audit 

data to a second stage a probable attack detection  

module for review.  

III. PROPOSED SOLUTION 

 

A. Intrusion Detection System 

     The proposed IDS observes attacks as data outliers and 

deployed clusters. In this work, we used our modified 

version of the SOFM algorithm to detect all possible attack 

(anomalies) clusters. There are two methods for discovering 

attack data in the system:  

 Detecting outlying data (DOD): every input vector 

calculates the Quantization Error (QE) with every 

winning neuron (the best matching unites) to obtain 

the smallest result, which specifies the vector’s cluster 
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zone or category [14].  

 

       
 

N:  denotes  number of input vectors. 

Xi:  denotes  the inpute vector . 

mc: denotes the BMUs. 

 

 Detecting outlying clusters (DOC): every node 

calculates its average distance from the rest of the 

nodes or closest neighbors to determine the similarity.  

 

 

 
Figure 3. IDS architecture. 

 

     The advantage of the previous methods is to eliminate all 

restrictions on the training data, which means we avoid time 

consuming preprocessing data. Also, improve detection attack 

in the situation we do or do not have the traces of attacks 

during the training phase [14]. However, if clean data is trained 

using the MSOFM, only the first method will be used. On the 

other hand, if an attack exists, we may need to use one or both 

detecting methods for tracing the attack. 

 

1) Clustering 

     In the first step, we trained data to create clusters from 

received messages. The MSOFM starts with empty clusters and 

generates clusters based on the similarities and differences of 

the single read vector data. For every new data vector 

(message), the MSOFM computes the distance between to 

every weight vectors. The weight with smallest distance is 

selected and updated it with its neighbors to form a cluster 

(more details in section C).   At this point, we had either one 

normal cluster or multiple clusters that contain some suspicious 

data. 

 

2) Detection  

     In the second step, the objective was to identify suspicious 

data with their origins. We examined all vectors data in order 

to find the inconsistencies, having in mind that attacks will 

often results in deviation from normal ones. Thus, when we 

compute DOD and DOC distances, they should be similar for 

all messages in order to be normal. Thereafter, we calculated 

either mean, median or mode values of all (DOD and DOC) to 

find a deviation messages. The reason behind this is that the 

majority of the neighbor nodes send correct messages, which 

produce higher deviation from each of the above values in the 

cases of the wrong messages. 

B.  Feature-Selection 

     Feature selection is an important step in our proposed 

IDS. The objective of feature selection is to choose a 

subset of features from the complete input features to 

predict the output accurately and reduces computational 

cost. In CV messages, there are numerous features that can 

be monitored by the IDS. However, we selected the most 

important ones to improve the classification and speed up 

the computation. The reason for eliminating some features 

is to improve the overall performance of the IDS without 

affecting the accuracy of detection. The feature that we 

selected included: 

 

 Message weight: Defines category and importance of 

the event. 

 Original confidence: Defines occurrence accuracy 

level of the first original message.  

 Calculated Confidence: Indicates newly calculated 

confidence of every node. 

 Location: The coordinates x and y of the original 

event. 

 Time: The occurrence time of the original event. 

 

C. Self Organizng Feature Maps 

     SOFM is a special type of neural network. It is also known 

as the Kohonen Neural Network algorithm [6], which used to 

classify and visualize data. It takes higher resolution input data 

and maps them to multidimensional or single output [20].  The 

algorithm is considered as an unsupervised training technique 

that uses competitive learning. Figure 4 illustrates mapping of 

high dimensional input data space onto a regular two-

dimensional array of neurons. The objective of the SOFM is to 

transform an input data set of arbitrary dimension to a one- or 

two-dimensional topological map [23].  

     Before the start of the clustering phase, the algorithm takes 

in ten parameters including the rate decay, neighborhood 

radius, history limit, neighborhood decay, learning rate and 

history factor. The default values are always good for certain 

situations, but in our case, we modified some parameters to 

obtain more effective clustering.  

D. Learning algorithm  

     The map is initialized with one of these distributions 

(Gaussian or Gamma), which generates weights value for each 

neuron. The goal is to produce small weights that reduces 

computational time. After that, the algorithm chooses a 

random vector from the input data set per iteration to present it 
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to each neuron. The goal is to find which weight most closely 

matches the input by calculating the p-norms distance [22]:   

 

 
 

      In the above equation, the variable q represents the input 

vector, while the variable p represents the weight neuron. The 

aim of this step is to measure how different each neuron 

weight is from the input vector. The algorithm tracks the 

calculation of each distance and selects the shortest one which 

called the Best Matching Units (BMU). The BMU is the 

neuron that will receive more learning than neighbors. Since 

we have the BMU, the algorithm will loop over all of the 

neuron weights in the array and update every one based on the 

equation (3):  

 

 
Figure 4. Self-Organizing Feature Maps layers  

 

Wv(t+1) = Wv(t) + α(t) * β(t) * [dist(t) – Wv(t)]         (3) 

 

 t denotes current iteration  

 λ is the limit on time iteration  

 Wv is the current weight vector  

 dist is the target input  

 β(t) is the neighborhood function, and 

  α(t), is learning restraint due to time. 

When vector one is finished learning, the second vector is presented 

and start from equation #2.  

E. Simulation and Experiments Discussion 

     To trust the result of our proposed IDS performance, we 

created a graphical simulation for CVs that simulates a 

realistic vehicular scenarios using real road maps from all over 

the world as figure 5 shown. The simulation integrates both 

features, network communication and real vehicle movement 

to provide a close look to the real world, which gives 

approximate realistic results. It supports traffic models that 

simulate driving decisions of individual vehicle and road 

networks. However, to create a real map in our simulation, we 

took advantage of other technologies such as OpenStreetMap 

[15, 16], which generates an XML map file. The map file 

contains high quality information about each city’s topology 

and traffic services that helped us in visualizing the map in our 

simulator. When the map is created, a traffic scenario was 

implemented to simulate the real traffic activities as shown in 

Figure 5.   

 

 
Figure 5. Simulation of vehicle traffic in NY City. 

 

     There are two important components used in the 

simulation: vehicles and RSUs [21]. RSUs is comprised a 

fixed infrastructure that can be placed in the map on any road 

to enhance the robustness of the communication between 

nodes. For example, if there is a gap between nodes, RSU may 

close this gap by connecting them together. On the other hand, 

each vehicle is a self-dependent and movable node that 

determines its decision of the navigation and communication 

individually.  

 

     Communication between nodes is an essential method that 

is supported in the simulation. Nodes have the ability to 

communicate with others within a short range distance. In 

other words, vehicles can disseminate messages to neighbors 

within the range of 300m. This means, every node maintains a 

list of the neighbors which enter its communication range. 

Thus, the techniques that are used for transmitting messages 

included [17] Beacon, which used heavily in safety 

applications [18]. Every transmitted message contains several 

important fields of information such as ID, speed, location, 

confidence, and others. These fields are used differently based 

on the type of events.  

 

     To examine our IDS, we instantiate a traffic model scenario 

where vehicles moves around and exchanges messages when 

an event occurred. Every vehicle is supposed to use our 

proposed IDS. However, several other events could take place 

in the scenario such as stopped or slow vehicle advisor, road 

hazard condition notification, emergency brake and 

emergency vehicle Approaching [19]. If an event occurs, a  
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Figure 6. IDS result with clean data  

 

message will be sent to all neighboring vehicles warning them 

to respond quickly. Neighbors will forward the received 

message to their neighbors with additional information, for 

example a new calculated confidence, which determines the 

event occurrence level beside the initial data that is sent from 

the original vehicle. Because we assume the first-had message 

is trusted, the attack may initiate here by sending a number of 

false messages to some of the neighbors at random fashion. 

Therefore, when the message is received from neighbors, 

vehicles should run the IDS to examine the validity of the 

messages and respond accordingly. 

 

 

 
Figure 7. IDS result with 10 new received fake messages after training 

 

     There are two situations for attack in our experiment. The 

attack may appear after or before the training phase. In other 

words, the first case clean data is trained and later a fake 

message is received, but the second case both malicious and 

clean data are trained together. The aim of this is to show that 

no constrains on the training data, and the IDS is able to detect 

100% malicious data. 

 

     Figure 6 shows the IDS result with normal messages that 

were received by a vehicle. The vehicle received 40 valid 

messages. These messages were presented to the IDS and no 

outliers were detected because all messages were mapped to 

the same cluster (BMU #26). After that, 10 new fake messages 

were received. So, instead of retrain the entire data, we used 

the DOD and DOC for checking the validity of these 

messages. The results from both methods revealed that they 

were anomalies and did not belong to the normal cluster as 

depicted in Figure 7.  

 

Figure 8. IDS result with both normal and outliers detection 

 

In Figure 8, the IDS examined 50 messages (90% normal 

and 10% fake). The resulting outcome showed that the most 

hit of the normal data was received by the BMU #30, while 

the fake message was clustered into two clusters with 5 total 

hits for each.  

 

      Overall, after further investigations with more fake 

messages, we concluded that the proposed IDS was able to 

detect tampered messages when they were less than 49% of 

the entire data.  

 
Figure 9. IDS result with 35% outliers. 
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IV. CONCLUSION 

     In this paper, we presented a new framework for intrusion 

detection scheme using our modified version of the Self 

Organizing Feature Maps algorithm. The approach 

incorporated two methods (DOC and DOD) that reduced 

computational cost. They allowed data presented directly to 

the MSOFM with no preprocessing step and determined 

attacks after training phase. The MSOFM structure was 

discussed beside the classification technique. At the end, 

several experiments and simulations were shown how the IDS 

were able to classify simulated attack graphically as opposed 

to normal data. 
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