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Abstract—This paper addresses the problem of linking named 

entities in text documents to knowledge base entries. We describe 

the implementation of a novel unsupervised system we developed 

for this task and its main stages which include reforming the 

query, generating and selecting the candidate entities and 

clustering NIL entities which have no match in the reference 

knowledge base. The approach we describe in this paper relies on 

specific elements of Wikipedia, namely its categories network and 

articles titles. It also utilizes a term-categories vector that defines 

the relationship strength between terms and the different 

categories in Wikipedia. The experiments we performed on the 

Text Analysis Conference (TAC) English Entity Linking 

challenge reflect the competitiveness and effectiveness of our 

system. 

Index Terms—Named Entities Linking, Wikipedia, Knowledge 

base, Wikipedia categories. 

 

I.  INTRODUCTION 

With the continuous expansion of the web and the 
increasing amount of available electronic text data in the past 
two decades, the need to have efficient and practical methods 
to automatically extract useful information in a structured form 
has continued to grow. Work in the field of data mining 
spanned many areas which attempted to address this problem 
such as automatic text summarization, classification and 
clustering, and dealing with named entities. For named entities, 
there has been studies focusing on recognizing named entities 
as in [1] while some other studies focused on  linking named 
entities [2]. Both of these sub problems are important and have 
many potential applications that are used by many web surfers. 
Take for example the application of web search. When a user 
searches for a specific named entity, it would be useful if the 
search engine provided facts and details about this named 
entity in the search results page instead of merely links to web 
pages that may include mentions of these entities. The social 
media is also another similar application.  

In this paper, the focus is on the problem of linking named 
entities mentions in text to their corresponding entities in a 
previously prepared catalog of entities [3]. This problem is 
commonly known as named entities linking. We describe a 
system in this paper that addresses this problem and give 
details about its implementations. The system we developed is 
unsupervised and requires no training data. The evaluation we 

performed suggest a competitive performance for the 
developed system. 

In the next section we give some background about what 
was achieved in the literature and the most related work to 
ours. In section 3 we give details about the design and 
implementation of our system. Section 4 describes the 
evaluation that was performed and presents the achieved 
results. Finally the conclusion is presented in section 5. 

II.  BACKGROUND AND RELATED WORK 

The problem of named entities disambiguation was 
addressed in the literature from different perspectives. Some 
work was achieved in this task without assuming prior 
knowledge about the queried entities. They addressed the 
problem through clustering equivalent or highly related entities 
as in [4], [5] and [6]. More recent work utilized knowledge 
repositories that contain information about different entities. 
They addressed the problem by attempting to match the queried 
named entities to the best reference entity in the available 
knowledge repository. The work done in [7] is among the 
earliest that took this direction. The authors developed a 
supervised learning based approach that uses a custom linear 
similarity function taking into account the context terms 
surrounding the ambiguous named entity. They also set out a 
threshold for the custom similarity function they developed. If 
the similarity score for a named entity is found to be less than 
the pre-defined threshold, it would not be assigned by their 
system. 

In another work by [8] , they also utilized a reference 
knowledge base to match the queried entities to their 
corresponding ones in the reference. However, their work 
differed from most of the others in that they relied not on the 
surrounding terms, but on the context named entities that exist 
in the test document. The approach they implemented was also 
supervised and used the Vector Space IR model effectively 
evaluating the source documents against the reference vectors.  

Previous attempts have also tried to address the 
disambiguation problem from another perspective by focusing 
only on specific entity types. For example, in [9] the authors 
focused on disambiguating only location names for the Finnish 
Language. They used two ontologies for Finnish locations 
names, namely SUO and SAPO, for identifying location names 
within text. The work in [10] also focused on disambiguating 
locations mentions within text. They argued in their findings 
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that best results can be obtained for identifying entities is 
through the usage of gazetteer matching together with simple 
heuristics such as considering the population count and 
importance for the candidate locations. 

The work in [11] considered the usage of a web-scale 
system for disambiguating named entities. The algorithm they 
suggested was meant to handle the problem of imbalanced 
distribution of data for the different references of named 
entities. This is especially evident in the web as most named 
entities tend to have a small set of very popular references that 
most mentions for the named entity refer to. Hence, a graph-
based clustering algorithm was suggested which works by 
linking named entities mentions together if their similarity was 
found to exceed a previously set threshold. 

In [12], Wikipedia was used as the basis for an algorithm 
that disambiguates named entities. In their work, Wikipedia 
was leveraged by building a large-scale semantic network for 
computing the similarity between the different occurrences of 
named entities. They compared their system against traditional 
bag-of-words methods and reported improvements in 
performance reaching up to 10.7%. In a similar direction, the 
work in [13], [14] and [15] also devised algorithms leveraging 
Wikipedia for computing the similarity between named entities 
for the purpose of entities disambiguation.  

The work in [16] utilized several learning to rank methods 
including SVM regression [17] and ListNet [18]. They used 
twenty features for candidate entities representation. The used 
features can be classified into mainly three categories, namely 
surface features, context features and other special features. 
Their results indicate that the ListNet approach provided the 
best performance. In [19] and [20], different queries were 
handled with different learning to rank methods. They divided 
the queries into different groups based on their difficulties and 
applied a specific learning to rank approach to each group 
separately. 

In this paper, we also use Wikipedia as our underlying 
ontology that aids our algorithm in the named entities linking 
task. However, our work differs from what was covered in the 
literature from different perspectives. We only use specific 
elements of Wikipedia, namely the categories network in 
addition to the articles titles. The inner content of the articles as 
well as the links are not employed. The implemented algorithm 
attempts to match queries to the reference named entities that 
exist in the reference knowledge base. In case there is no 
match, the system clusters the remaining NIL entities into 
different clusters based on how similar they are found to be. 
The system we developed is simple and requires no training 
data and is unsupervised. The performance results we obtained 
when we evaluated our system were encouraging and they 
indicate the competitiveness of the algorithm we utilized. 

III.  SYSTEM DESCRIPTION 

The system we developed is composed of different modules 
implementing three major stages. The first is reforming and 
expanding the query with the aid of custom rules we apply. The 
second is preparing and selecting the top candidate named 
entities for the reformulated query. The third is clustering the 

remaining NIL entities. In the next subsections we describe 
how each of these stages was implemented. 

A. A.  Reforming the Query 

The purpose of this stage is to find possible expansions for 
the given query. This can be very useful especially for 
acronyms as they tend to be less ambiguous when they are 
expanded to their longer form with the aid of the surrounding 
context in the document they are contained in. Take as an 
example the acronym “Nato” in the following two sentences: 

 

 Nato is an organization that is concerned with the 

operation of movie theatres in the USA. 
 

 The North Atlantic Treaty includes an article requiring 

Nato members to aid any of its members that come 

under attack. 
 

In the first sentence, the phrase “movie theatres” helps with 
expanding Nato into the “National Association of Theatre 
Owners”. The second sentence has the phrase “North Atlantic 
Treaty” which aids with expanding Nato to be become “North 
Atlantic Treaty Organization”.  Thus, we consider both 
“National Association of Theatre Owners” and “North Atlantic 
Treaty” as possible expansions for the given query. The 
implementation of this process involves the usage of the 
Wikipedia Titles which were previously extracted to discover 
the alternative and expanded forms for acronyms. 

The query reformation stage is also useful in cases when an 
entity name consists of more than one term, but it is referred to 
occasionally in the document with only one term.  Take for 
example the following sentence for the query term “Bush”: 

- George Bush is a businessman and served as a president 
for the USA. 

In the above sentence, we see that the phrase “George Bush” 
contains the query “Bush”. Therefore, it is possible that the 
query is part of the longer phrase that contains the query in 
whole. Hence, the query “Bush” is expanded into different 
longer forms including “George W. Bush” and “George H. W. 
Bush”.  The implementation for this was applied by scanning 
the document terms to see if the query is contained in whole by 
another phrase in the document. If a containing phrase is found, 
we see if the expanded form is a possible Wikipedia title. If it is, 
then we consider the expanded form of the query in the 
following stage. 

B. B.  Generating and Selecting Top Candidates 

The goal of this stage is to make a list of the candidate 
named entities for the query and select the most suitable 
candidate from the reference knowledge base if it exists. If 
there is no matching named entity, NIL would be selected. The 
implementation of this stage involves the usage of a term-
categories vector we previously built with the aid of Wikipedia. 
This vector serves the purpose of showing the relevance 
strength for each term to the different categories within 
Wikipedia. The construction of this vector involves the usage 
of the articles titles in Wikipedia in addition to the categories 
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hierarchies attached to each of its articles. This was translated 
in our work with the following formula: 

 𝑤𝑡 =
1

|𝑎𝑡 |
× 𝑙𝑜𝑔

|𝐶|

|𝐶𝑡 |
  (1) 

In the above formula we have wt referring to the weight of 
word t, |at| representing the number of the articles titles that has 
the word t, |C| reflecting the total number of the Wikipedia 
categories, and |Ct| for the categories that has the word t. 

The context terms for each query are examined against the 
built term-categories vector. The aggregation of the matched 
categories among the different terms in the context text leads to 
forming several top representative categories for each potential 
named entity for the given query. The best representative 
named entity would be selected in our system as the one having 
the highest ranked aggregated category score. In case there are 
no potential candidates that exist in the knowledge base for the 
query, we would label it with NIL. We perform the mentioned 
aggregation by applying the following formula: 

 𝑤𝑎 = sum𝑡→𝑑(𝑤𝑓𝑡 × 𝑤𝑡) ×
1

|𝐿𝑎 |
×

|𝑎𝑑 |

|𝑎|
 (3) 

In formula 2 shown above, the weight of the candidate 
named entity represented in Wikipedia with the article a is 
referred to as wa, the frequency of the word t is referred to as 
wft, the number of words present in the article title a for the 
candidate named entity is accounted for with wft, and 
|ad|reflects the number of words that exist in both the candidate 
named entity and the context text d. Also in the above equation 
we have the element |La| which accounts for the number of the 
articles that have the same title as the article a. This addition is 
especially important when stemming is applied as it gives more 
weight to the article titles which are linked the least amount of 
articles. 

 

C. A.  Clustering NIL entities 
 

After completing the previous stage, we should have two 
sets of named entities: one that has query entities which are 
linked to their corresponding named entities in the knowledge 
base, and another set which has query entities called NIL with 
no match in the knowledge base. The goal of this stage is to 
cluster the NIL entities into segments based on their relatedness.  

We perform this stage by examining the corresponding 
context for each of the NIL queries. We apply formula 2 to all 
of the context terms in d. This way, we should have a score wa 
for every article title a in Wikipedia representing how relevant 
it is to the d. Afterwards, we give a representative score to all 
of the previously retrieved categories from Wikipedia. The 
score should reflect how representative the category is to the 
context terms in d. We apply this aggregation through summing 
the weights of the elements in wa for all the terms in d. We 
then would have a corresponding score for each category 
representing how relevant it is to the d. The higher the obtained 
score, the more representative the category is.  

Afterwards, we select the top P categories for the context 
document d and create clusters through the usage of the 
categories and their corresponding scores. In the beginning, the 
number of clusters would be equal to the number of NIL 
queries. However, this number would be reduced as we 

combine clusters together after computing the cosine distance 
between each cluster and the remaining clusters in the NIL set. 
If the computed distance is found to be under the previously set 
threshold, the two clusters would be merged. 

IV.  EVALUATION AND RESULTS 

We used the TAC2013 KBP dataset provided for the 
English entity linking to evaluate our system. The total number 
of queries to be evaluated in this dataset is 2190. We report the 
results of the evaluation performed with this dataset in Table 1. 
Also, we show in the same table the median results obtained for 
the submitted runs by other participants in that year’s 
competition in addition to the highest obtained score for 
different query types. It can be noted that our system obtained 
overall good results across the different document types and 
also for the geo-political (GPE) and Organizations (ORG) 
entity categories.  

The achieved results illustrated in Table 1 show that our system 
scores for the different entities types are better than the 
obtained median for the other systems that participated in this 
task in TAC2013. Many of the runs that were evaluated for the 
English entity linking task were supervised and learning-based. 
The achieved results also highlight the competitiveness of the 
system we designed and implemented especially when 
factoring in the fact that it is unsupervised and requires no prior 
training data. 

TABLE 1. B3+ F1 SCORES OBTAINED OVER THE TAC2013-KBP ENGLISH 

ENTITY LINKING DATASET 

Query Focus Highest Median Our System 

All 74.6 57.4 58.3 

In KB 72.2 55.4 58.4 

Not in KB 77.7 56.6 61.3 

NW (news docs) 82.9 64.5 64.9 

WEB (web docs) 67.8 52.5 58.4 

DF (forums docs) 66.2 48.8 48.1 

PER 77.8 62.7 53.9 

ORG 73.7 54.2 62.3 

GPE 74.6 55.2 56.8 

 

V.  CONCLUSION 

In this paper we described a novel system for linking query 
named entities to their corresponding entities in a knowledge 
base. In contrast to other systems in the literature, our system 
utilizes only limited aspects of Wikipedia which are its 
categories network and the articles titles. The inner content of 
the articles and its inner and inter links are not utilized in our 
system. The system also employs a term-categories vector that 
was constructed with the aid of Wikipedia. This vector defines 
how strongly a term is related to Wikipedia categories. 

In the developed system, there are three main stages 
involved in the process of linking named entities. First is 
reforming and expanding the query to include its longer form. 
Second is generating candidate entities and selecting the most 
suitable one if it exists. Third is clustering NIL entities. We 
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described in details the implementation of these stages. We also 
ran an evaluation experiment to test the performance of our 
system. Our findings from this experiment were encouraging, 
especially when considering that the developed system is 
unsupervised and requires no prior training or training data. 
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