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Abstract—This paper proposed a behaviour-based paradigm 

approach known as Laplacian Behaviour-Based Control (LBBC) 

for solving path planning problem for a mobile robot operating in a 

structured indoor environment. LBBC relies on the use of 

Laplace’s Equation to model the potential function in the 

environment model. For solving the Laplace’s Equation, a 

numerical technique using a weighted block technique based on a 

block of four points known as Four Point-EGSOR (4EGSOR) 

iterative method is used to provide guidance in generating path for 

the robot. The simulation results show that LBBC provides robust 

motion for the robot, whilst 4EGSOR ensure faster computation 

than the previous methods. 
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I.  INTRODUCTION 

One of the most difficult problems in robotics applications is 
developing robust autonomous motion planning. In order to build 
a truly autonomous mobile robot, it must have the capability to 
efficiently and reliably plan a route from start to the goal point 
without colliding with obstacles in between. Path planning 
algorithms attempt to deal with the problem of establishing a 
medium of communication between initial and final 
configurations, so that the robot can traverse the field safely. 
Various algorithms exist trying to solve this problem but all have 
shortcomings. The difficulty is due to the complexity of path 
planning problem, where it increases exponentially with the 
dimension of the configuration space.  

In order to ensure completeness, every point in the 
configuration space has to be considered in the computation. 
Many global path planning methods presuppose a complete 
representation of the configuration space. Their main drawback is 
that at best they are computationally expensive and often 
intractable. Potential field and bug approaches are local methods 
that do not make this assumption but are not complete methods. 
Thus, produce the occurrence of local minima or loops that will 

often cause this class of path planners to fail. Our approach 
combines a local exploration method with a global numerical 
computation. We introduce a local control technique known as 
Laplacian Behaviour-Based Control (LBBC) for robust space 
exploration of the mobile robot. LBBC relies on the temperature 
values in the environment to guide its motion, which were 
calculated numerically using fast block iteration via Four Point-
EGSOR (4EGSOR) method.  

II. LITERATURE REVIEW 

The use of potential functions for robot path planning, as 
introduced by Khatib [1], views every obstacle to be exerting a 
repelling force on an end effector, while the goal exerts an 
attractive force. Koditschek [2], using geometrical arguments, 
showed that, at least in certain types of domains, there exists 
potential functions which can guide the effector from almost any 
point to a given point. These potential fields approach to path 
planning, however, suffer from the spontaneous creation of local 
minima. 

Connolly et al. [3] and Akishita et al. [4] independently 
developed a global method using solutions to Laplace’s equations 
for path planning to generate a smooth, collision-free path. The 
potential field is computed in a global manner, i.e. over the entire 
region, and the harmonic solutions to Laplace’s equation are used 
to find the path lines for a robot to move from the start point to 
the goal point. Consequently, Connolly and Gruppen [5] reported 
that harmonic functions have a number of properties useful in 
robotic applications.  

In the past, various methods have been proposed for solving 
linear system in order to obtain the harmonic functions. The 
standard methods are Jacobi, Gauss-Seidel and SOR [6]. 
Meanwhile, several others have reported the use of harmonic 
functions in robotics. Silva [7] used harmonic functions for robot 
exploration. Kazemi & Mehrandezh [8] employed harmonic 
function-based probabilistic maps for their sensor-based robot 
path planning. Rosell & Iniguez [9] combine harmonic functions 
with probabilistic cell decomposition for solving path planning 
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problem. Meanwhile, Daily and Bevly [10] used analytical 
solution for arbitrarily shaped obstacles. Garrido et al. [11] had 
applied finite elements to obtain harmonic functions for robotic 
motion. More recently, harmonic functions were used for real-
time obstacles avoidance in Szulczyński et al. [12]. 

III. BEHAVIOUR-BASED PARADIGM 

Traditional approach robot programming assumes the 
availability of a complete and accurate model of the robot and its 
environment, relying on planners to generate actions. 
Unfortunately, this approach has several disadvantages. One 
main drawback is that they require huge amounts of 
computational resources. This drawback is much obvious for an 
autonomous mobile robot that must carry its own computational 
resources. Secondly, this approach must be based on highly 
accurate model, thus it requires a number of high-precision 
sensors which are also often expensive. These sensors, however, 
are subject to noisy data. Finally,   this sense-plan-act paradigm is 
by nature sequential, thus it   would fail if the world happens to 
change in between of   phases. Furthermore, there is always delay 
between sensing and act, due to longer time required in planning.  

As an alternative to the traditional approach, a new paradigm 
called subsumption architecture, also known as behaviour-based 
control, is devised [13]. In this architecture, sensors are dealt with 
only implicitly in that they initiate behaviours. Each behaviour is 
simply layers of control systems that all run in parallel. Higher 
level behaviours have the power to temporarily suppress lower 
level behaviours. Therefore, a set of priority scheme is used to 
resolve the dominant behaviour for a given scenario. A more 
rigorous explanation of behaviour-based approach for controlling 
robot is presented in [14]. 

In this work, inspired by the behaviour-based paradigm 
approach to robotics control [15], the searching algorithm 
employs Laplacian Behaviour-Based Control (LBBC) for robust 
space exploration of the configuration space. The LBBC 
comprises four core behaviours i.e. keep-forward, follow-wall, 
avoid-obstacle, and find-slope. All these core behaviours make 
use of the potential values represented by temperature 
distribution in the configuration space which are computed 
numerically to provide guidance during search exploration. 

A. Keep-Forward Behaviour 
The keep-forward behaviour is a core behaviour that keeps 

the searching moving forward in the same direction as long as the 
temperature at current location is higher than the next location. 
When the searching encounters ascending slope, flat region, 
obstacles or walls, the keep-forward behaviour stops, and other 
behaviours would take over. The main aim of this behaviour is to 
guide the searching by following the descending slope until the 
goal location is found. 

B. Follow-Wall Behaviour 
The follow-wall behaviour provides the search with the 

capability to follow the wall for a specified number of steps. 

With this behaviour, it will command the searching to keep 
turning gradually until its direction is parallel with the wall. It 
provides the searching with the capability of traversing the 
narrow path and sharp corner. In this implementation, the follow-
wall behaviour is executed for every a specified number of steps. 
After that the searching switches to find-slope behaviour.  

C. Avoid-Obstacle Behaviour 
When the searching hits an obstacle or wall, it will trigger the 

searching to backup and turn 90 degrees to the left or right 
alternately. By turning alternately to the left and right, it provides 
the searching with the capability to escape from a difficult 
position such as sharp corner. 

D. Find-Slope Behaviour 
When the find-slope behaviour takes over, it will command 

the searching to move randomly hoping to encounter a 
descending slope that consequently triggers keep-forward 
behaviour. With this behaviour, the searching is capable of 
moving away from a flat region to continue its descending move 
towards goal location. 

IV. HARMONIC FUNCTIONS 

A harmonic function on a domain Ω  R is a function which 
satisfies Laplace’s equation, 
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where xi 
is the i-th Cartesian coordinate and n is the dimension. 

In the case of robot path construction, the boundary of Ω 

(denoted by Ω) consists of the outer boundary of the workspace 
and the boundaries of all the obstacles as well as the start point 
and the goal point, in a configuration space representation. The 
spontaneous creation of a false local minimum inside the region 
is avoided if Laplace’s equation is imposed as a constraint on the 
functions used, as the harmonic functions satisfy the min-max 
principle. Hence the only types of critical points which can occur 
are saddle points. For a path-planning algorithm, an escape from 
such critical points can be found by performing a search in the 
neighbourhood of that point. Laplace’s equation can be solved 
numerically. Standard methods are Jacobi and Gauss-Seidel, but 
faster computation can be obtained using Successive-Over-
Relaxation (SOR) iterative method. 

In the framework used in this study, the robot is represented 
by a point in the environment model or also known as 
configuration space. The path planning problem is then posed as 
an obstacle avoidance problem for the point robot from the start 
point to the goal point in the configuration space, which can have 
either square or rectangular outer boundaries, having projections 
or convolutions inside to act as barriers. Apart from projections 
of the boundaries, some obstacles inside the boundary are also 
considered. The configuration space is designed in grid or 
discrete form and the coordinates and function values associated 
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with each node are computed iteratively by applying numerical 
technique to satisfy equation in Eq. (1). The highest temperature 
is assigned to the start point whereas the goal point is assigned 
the lowest. In some cases with Dirichlet conditions, the start 
point is not assigned any temperature. In this study, Dirichlet 
boundary conditions are employed, thus the results are processed 
by assigning different temperature values to the boundaries and 
obstacles, and lowest temperature for the goal point. No 
temperature values are assigned to the start points. In this work, 
solution to the Laplace’s equation were subjected to Dirichlet 

boundary conditions Φ | Ω = c, where c is constant. 

V. THE FORMULATION OF FOUR POINT-EGSOR ITERATIVE 

METHOD 

In the literature, Jacobi and Gauss-Seidel [6] had been used 
for solving any linear system. More recently, Daily and Bevly 
[10] use analytical solution for arbitrarily shaped obstacles. 
Others employed block iterative methods mainly on various 
points of Explicit Group (EG) methods including Evans & 
Yousif [16], Ibrahim [17] and Sulaiman et al. [18]. They pointed 
out that the block iterative method is more superior compared to 
the traditional point iterative methods. In robotics, our previous 
works on utilizing block iteration for solving robot path planning 
via Laplace’s equation produce encouraging results [19 - 22], 
although they were carried out without LBBC. In [23], we 
introduce the use of LBBC for robust robot exploration.  

Let us consider the two-dimensional Laplace equation in Eq. 
(1) defined as 
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By using the second-order central difference scheme, we can 
simplify the five point second-order standard finite difference 
approximation equations for problem (2) as generally stated in 
the following equation 
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The equation in Eq. (3) shown above is the standard Gauss-
Seidel iterative method for solving linear system. To enhance 
convergence speed, an approach called Successive Over-
Relaxation (SOR) method is added to Eq. (3), as can be shown 
below (Young [24 - 26]): 
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where the optimal value of    is defined in the range, 1 ≤ ω < 

2. In practice, several runs of computer program implementation 
of Eq. (4) are carried out with different value of ω. The value of 
ω is considered optimal when the program converges with the 
less number of iterations. By taking ω = 1, the SOR iterative 
method will represent Gauss-Seidel method. 

To examine the effectiveness of the block iterative method, 
let us consider a block of four node points as shown in Fig. 1 and 
defined as 
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Determining the inverse matrix of the coefficient matrix in 

Eq. (5), the general scheme of Eq. (5) can be rewritten as 
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The implementation of Eq. (6) can be processed iteratively to 

compute the value of 4 node points simultaneously, as shown in 
Eq. (7). 
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By adding a weighted parameter ω to Eq. (7), the 

implementation of the 4EGSOR iterative method can be shown 
as  
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As shown in Eq. (7) and Eq. (8), with 4EGSOR, four node 
points are computed simultaneously in one loop of iteration. 
Thus, greatly speed up the computation of all points in the 
environment.  

VI. EXPERIMENTS AND RESULTS 

The experiment considered various size of static environment, 
i.e. 128x128, 256x256, and 512x512, that consists of a goal 
point, several starting points and varying setup of walls and 
obstacles. Initially, the boundaries (walls) and obstacles were 
fixed with high temperature values. Goal point was set to very 
low temperature. All other free spaces were set to zero 
temperature value. Then, the iteration process was run on Intel 
Core 2 Duo CPU running at 3GHz speed with 1GB of RAM to 
compute temperature values numerically at all points in the 
environment. The iteration process was terminated when there 
was no more changes in temperature values, where it converged 
to a specified very small value, i.e. 1.0-10. The highest precision 
of solution for Eq. (1) was required to reduce the occurrence of 
flat area, hence would speed up the searching algorithm during 
path planning construction of the mobile robot from starting point 
to goal point. Table I shows the number of iterations, maximum 
error and elapsed time in (m:s:ms) for computing all temperature 
values in the environment. Clearly, 4EGSOR performs much 
faster than the previous methods as shown in Figure 2.  

Once the temperature values were obtained, the searching 
algorithm would make use of them to guide its exploration.  In 

the previous work, the path can be generated successfully even 
without LBBC, if the environment space was simple and sparse 
in which the gradient from start points to goal point are smooth, 
as shown in Figure 3(a). However, the searching algorithm failed 
to reach the goal point when the horizontal wall was extended. 
As shown in Figure 3(b), only one path was successfully 
generated, whereas the other two start points got stuck in the flat 
region. By employing LBBC, the searching would be able to 
escape from flat region and continue its exploration by utilizing 
follow-wall behaviour to reach the goal point, see Figure 3(c). As 
shown in Figure 3(d), the temperature values of the walls and the 
generated paths are raised up for visualization purpose. The 
lowest temperature indicates the goal point. All other areas are 
almost flat due to very small difference in temperature values, 
except for the area close to the goal point.  

VII. CONCLUSION 

In conclusion, the simulation demonstrates that LBBC 
provides robust exploration for the robot. Meanwhile, complete 
search offered by numerical technique via block iterative method 
is indeed very attractive and feasible for solving difficult robot 
path planning problem. As shown in Fig. 2, 4EGSOR proved to 
be very fast compared to the previous iterative methods. Table I 
shows that 4EGSOR performed much better than EGSOR, in 
which the number of iteration was reduced by more than 30%. In 
the future work, we would consider faster numerical 
implementation by employing half-sweep iteration, Muthuvalu & 
Sulaiman [27, 28] and Akhir et al. [29], to compute the solution 
of Laplace’s equation for robot path planning 

 

TABLE I.  PERFORMANCE COMPARISON  OF SEVERAL ITERATIVE METHODS IN VARYING SIZES OF ENVIRONMENT. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Iterative Methods 
Size of environments 

128x128 256x256 512x512 

Number of iterations 

GS 21552 78522 281220 

SOR 1314 5059 18699 

EGSOR 962 3768 13982 

4EGSOR 640 2609 9783 

Maximum error 

GS 0.9993-10 0.9988-10 0.9996-10 

SOR 0.9952-10 0.9985-10 0.9998-10 

EGSOR 0.9897-10 0.9983-10 0.9998-10 

4EGSOR 0.9848-10 0.9983-10 0.9986-10 

Elapsed time (m:s:ms) 

GS 0:21:297 6:28:235 49:18:32 

SOR 0:1:344 0:24:641 7:11:188 

EGSOR 0:1:109 0:19:828 5:39:250 

4EGSOR 0:0:765 0:13:485 3:46:328 

GS: Gauss-Seidel; SOR: Successive Over-Relaxation; 
EGSOR: Explicit Group with SOR; EGSOR9L: EGSOR on Nine-Point Laplacian. 
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Figure 1: Illustration of block iteration method based on four points. 

 

Figure 2: Number of iterations against sizes of environment for various iterative methods. 

    
 (a)      (b)    
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 (c)      (d) 

Figure 3: (a) Path is successfully generated in a simple and sparse environment, from three starting points to a goal point. (b) The path generation process failed to 

reach  the goal point when the length of horizontal wall is extended twice to the right. (c) With LBBC, the algorithm simply utilized the follow-wall behaviour to 

escape from flat region and keep moving to find the goal point. (d) The 3D view of the environment and generated path from three start points to a goal point. 
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